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Economics is not all about mathematics and 
models. Many Economics students in colleges go 

through the grueling Microeconomics, Macroeconom-
ics and Econometrics curriculum to be trained as fledg-
ling economists. While many students like myself are en-
grossed with mastering the textbook materials, we often 
overlook how fun and relevant Economics can be to cur-
rent affairs and our everyday lives. This is why our team 
of editors at Equilibria seek to bring you a different per-
spective on Economics. This edition publishes the newest 
opinion on topics relevant to congressional voting, Pro-
fessor John Nash’s legacy, gun violence, and the ongoing 
pension fund management strategy in North Carolina. As 
Equilibria becomes officially chartered with Duke Student 
Government as Duke’s Undergraduate Economics Journal 
and welcome Professor Edward Tower on board as our 
faculty adviser this semester, we hope to continue bridg-
ing the gap between fresh research insights and students 
in years to come.

Sincerely,

	 Jackie Xiao
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In memory of...
Professor John Forbes Nash, Jr.

1928 - 2015
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At a small, beautiful island 
in the southernmost part of Ger-
many, in the picturesque Lake 

Constance, an inspiring conference is 
held every four years. Prominent schol-
ars from the disciplines of Medicine, Sci-
ence, and Economics are invited to give 
lectures to a group of “young scientists” 
selected from various countries. This is 
the Lindau Nobel Laureates Meeting. At-
tended by many prominent Nobel Laure-
ates and the aspiring young researchers 
who expect to meet and interact with 
their academic role models, the event 
continually receives attention from many 
nations and institutions. The full name of 
the event was “The Fourth Lindau No-
bel Laureates’ Meeting in Economic Sci-
ences”, or Lindau 2011, in short. This is 
where it all took place. 

Our travel and logistics arrangements 
were smooth and were progressing 
steadily, thanks to the wonderful and 
professional staff crew at the Lindau 
Nobel Foundation, who attended with 
care the requests and specifications of 
each participant. This story, this article, 
may never be considered complete with-
out the proper thanks to the people who 
made it all possible. As the logistics and 
supporting details were seamless, we 
young researchers were able to focus our 
fullest on the events and lectures. For me, 
it was a historic event. As a young Ph.D. 
candidate fresh out of the classroom, I 
was inspired to meet the intellectual gi-
ants of our profession, the greatest minds 
of modern economics. I remember the 

turning point of my life in my last year at 
high school, which began with a book on 
the life and work of Nobel Laureates in 
Economics, which eventually culminated 
in my decision to apply for economics as 
a university degree instead of my previ-
ous decision to be an engineer. In the eyes 
of 17-year old economists-to-be, I and 
most students who apply for economics 
were looking at our professors and the 
full-fledged economists with great admi-
ration, and this sentiment persisted many 
years from that day. That was my part, my 
story, and I am certain that my friends 
and peers at the conference all felt that 
way. For us, it was like the first day we 
got admitted, where we were both excited 
and thrilled to meet the professors, the 
real experts in the field.  The meeting at 
Lindau reminded us the atmosphere we 
had at the orientation day back in Bache-
lor’s degree – that we were becoming part 
of something wonderful, and that we get 
to interact with our academic role mod-
els. That’s the impression we got when we 
joined the event, and it is what we wish 
for the younger generation to have upon 
joining academia – it is, simply put, pas-
sion.

Each of the 18 Laureates at the Lindau 
Nobel Laureates Meeting of 2011 (Lindau 
2011 for the sake of brevity) deserves 
great recognition and high regard for 
their contributions to modern econom-
ics, at any rate, I got the opportunity to 
spend the most time with Professor Nash 
amongst all the Nobel Laureates of that 
meeting. I know full well that there are 

many others who have spent far more 
time with him, who know a great deal 
about his life and work than I do, and 
they will be able to tell you about John 
Nash’s great achievements much better 
than I am able to. So, and at any rate, 
given my opportunity to meet him and 
the enthusiasm to write accounts of the 
memory, this article will share with you 
a glimpse of a young Ph.D. candidate’s 
impression of John Nash at his honorary 
sessions and stay at Lindau. The contents 
of this article are drawn from my chance 
to meet Dr. Nash and Madame Alicia L. 
Nash, his loving wife, on numerous dif-
ferent occasions – the plenary lecture, the 
parallel lecture, the official dinner, the 
boat trip in Lake Constance, the garden 
tour on Mainau Island, and, as an unex-
pected opportunity, the fateful occasion 
to meet him and his wife on the day after 
the conclusion of the meeting, where we 
took a walk across town to the taxicab sta-
tion. Of course, most people have heard 
about John Nash as a human supercom-
puter and a brilliant mathematical mind 
(which is undoubtedly was), whereas, as 
my own way of honoring his memories, 
this article will provide another side of 
him as an amiable human being. I am 
certain that my Lindau 2011 friends also 
have lots of their own stories with their 
favourite laureates to tell you - something 
I’d love to read. 
  
To begin with, we, the young research-
ers selected to participate in the Fourth 
Lindau Nobel Laureates’ Meeting of 2011, 
were all excited to know that the Nobel 

My Impression of Professor Dr. John Forbes Nash Jr. 

Wasutadon Arm Nakawiroj, Chulalongkorn University

From a Legend in Letters to a 
Living Inspiration

Duke Economics ReviewSpring 2016 4

Editing by 
Marisa Witayananun and Jackie Xiao



Laureates were to be present at the event. 
I remember the moment we all sat at 
our seats and each of us turned around 
every now and then to see whether the 
laureates had arrived. The nature of the 
meeting was also wonderfully arranged 
to provide and promote interactions 
between the laureates and the young 
researchers. It was where great econo-
mists of the highest caliber came to give 
speeches and presentations of their latest 
research, discuss current global issues, 
give lectures and advice to distinguished 
guests, honorable scholars from around 
the globe, and also to us young research-
ers as their young, much less experienced 
counterparts. The laureates even got to 
join us in casual events & informal inter-
actions. I am usually not the type to get 
excited when meeting pop culture celeb-
rities or movie stars, but the presence of 
the Nobel laureates was something else. 
It is not an emotional craze or a trending 
fad coming from charming, glamorous 
appearances, but they inspire us through 
the thought that we can create some-
thing new, something better, something 
useful, for the world. Most importantly, 
they have a message to tell. They have the 
knowledge to teach. Being in that pro-
fessional atmosphere reminds us that, if 
we try hard enough, there will be a way 
through which we can make a difference 
in the world, through research and clever 
inquiry of the facts and figures. We were 
hoping that one day our curiosity would 
be able to make good things in the world, 
what people can learn from and expand 
on to benefit the society in ways we have 
yet to know.

Cameras and mobile phones were out. 
Flashes were turned off and hands were 
raised to silently but quickly take photos 
of our favourite laureates, since this is a 
very rare opportunity to meet them in 
actual person, as opposed than through 
television or in books and magazines. I 
got lucky and took a clear and valuable 
picture of Professor Christopher Pis-
sarides, one of the winners of the 2010 
Nobel Prize in Economics, just before we 
immediately noticed Professor John Nash 
walking down the hall right to the spot 
that I had been taking pictures of. We, 
the young economists, were very excited 
(and were taking pictures too, of course). 
That marked the beginning of the story 
that we of in Lindau 2011 will always 

treasure. The first day was focused on the 
other laureates – the opportunity to listen 
to his presentation and ideas came on the 
second day. 

On the second day, following the wonder-
ful presentations and discussions by sev-
eral other laureates, Professor Nash gave 
his plenary lecture on the topic of “Ideal 
Money”. He appeared in a light brown suit 
and was calmly and thoughtfully walking 
across the stage during his presentation. 
I was in the frontmost row and thus was 
able to see him clearly in person, in addi-
tion to his projected image on the enor-
mous screen. I happen to notice that he 
was one of the Laureates who were sched-
uled to give one of the parallel lectures on 
the afternoon of the same day.

His talk revolved around the different 
concepts of money and how these factors 
play a role in the economy. One of his 
remarks early on in the lecture was that 
rationality comes into play when money 
is regarded, as people are influenced by 
the characteristics of money to the degree 
that their rationality in making decisions 
are frequently compromised. Another re-
mark was that in traditional views money 
are often associated with evil and malice, 
and his argument against this was based 
on how money can also be used for good 
purposes, for example, donations that 
are made in terms of money are likely 
to be more useful than when donations 
are made in other commodity forms. 
He added that money is a beneficial and 
useful component in a world where re-
sources are finite, as the condition of fi-
nite resource in turn leads to the need of 
exchanges and transactions.

He proposed that “honesty is the best 
policy” when it comes to monetary mat-
ters and handling inflation, and that he 
supported a zero target rate for inflation. 
One of his conclusions to the talk was 
that reliable estimates for future values of 
a currency benefit businesses and facili-
tate contractual agreements. 

Another highlight of the Lindau program 
was the parallel lecture sessions, which 
quickly prompted us the concept of op-
portunity costs; we had to select one of 
the talks held at the same time, so we 
were assessing our preferences on aca-
demic interest. Central bankers would 

often elect to go to monetary policy and 
macroeconomics sessions, while academ-
ics tend to gravitate towards topics con-
cerned with theoretical curiosities such 
as microeconomics or human behaviour. 
These parallel sessions by the Laureates 
are thought-inspiring and awe-inspiring 
at the same time; young researchers get 
to listen to their wisdom like in a con-
ventional discussion-based classroom, to 
ask questions, and to meet the Laureates 
up-close. On the first day, I went to the 
parallel lecture held by Professor Dale T. 
Mortensen, one of the three joint Nobel 
Prize winners of 2010.

The Lindau Meeting allows participants 
to make visits to various landmarks and 
historical attractions on the island, as 
certain sessions are held separately from 
the main event. 	 The venue of the lecture 
was located at some distance from the In-
selhalle (The Island’s Convention Hall), 
and we had to make sure that we arrived 
on time, as we would not want to miss 
any of the events. 

The interior of the building was filled 
with cultural and artistic decorations. 
John Nash was there on the stage, sit-
ting quietly. No one did make an explicit 
comment on this, but I felt that Professor 
Nash’s calm presence alone was enough 
to put the stage into an atmosphere of el-
egance, as if a live performance was un-
derway. In a sense, for a young economist 
like me and my fellow researchers, he 
commanded an aura of awe comparable 
to a live musical performance.

However, his lecture was filled with the 
air of serenity and there was gentleness 
coming from his words as he reflected 
his past achievements and progress in the 
part of the lecture that were meant as a 
career and academic advice for the young 
researchers. He was addressing his expe-
riences and was using them as part of the 
lessons for us, perhaps from seeing that a 
lot of us wanted to know what it was like 
to be the John Nash, and what his earlier 
life was like. He was sitting on the chair 
on the stage and we were all looking up 
to him, both literally and figuratively! It 
was magic - we, young economists from 
around the world, were actually attend-
ing one of Professor Nash’s lectures. For 
the entirety of the session, he sat on the 
chair in a dignified, yet benign manner. 
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Within this particular session, I got the 
opportunity to ask one question about 
“modern international trade from a game 
theorist’s point of view”, and after receiv-
ing his opinions and writing them down, 
another question soon crossed my mind. 
When there was silence again in the Q&A 
session, I took the courage to propose the 
second question regarding how people, 
as players in real world “games”, could es-
cape the mutually inferior outcome in a 
situation known as “Prisoners’ Dilemma”. 
His replies, amongst other things, men-
tioned one of his then recent papers, pub-
lished in a journal specializing in Game 
Theory. 

After the parallel lecture, we were in-
formed that we were to attend the of-
ficial dinners, where young economists 
were grouped and assigned to the vari-
ous restaurants located on the island. 
Several Nobel Laureates would then be 
randomly selected to join us in the din-
ner. The one that I was assigned to was 
named “Wissingers”, a restaurant with a 
nice and cozy dining terrace located in a 
garden. When I reached the restaurant, 
two long tables were in place, with Pro-
fessor Roger Myerson (whose wonderful 
textbook on game theory I used for my 
Doctoral Microeconomics Course) at one 
of the tables, with many young research-
ers positioned around him. As I began to 
wonder who the second Laureate could 
have been, I saw Professor Nash, whom I 
had just met at the parallel lecture, walk-
ing towards the second table. Delighted, I 
walked up to the Professor, re-introduced 
myself in a more informal manner (com-
pared to the brief introduction made at 
the previous section). He seemed to have 
recalled me, too, perhaps as the result of 
my questions back in the latter half of 
the lecture (which was no further than 
2 hours before the dinner). He then took 
a seat located between two other vacant 
seats. I sat down on the seat immediately 
to his right and we began to talk about 
many things. The topics quickly became 
informal and casual ones, befitting the 
beautiful evening at the restaurant.

The succeeding conversations were lively 
and highly memorable, especially with 
everyone sitting together and exchanging 
our ideas, comments, questions, and even 
casual topics. At that very long table, Ma-
dame Alicia’s seat was exactly facing the 

Professor’s, and we, the young research-
ers, were lucky to sit around the Professor 
and his wife .  Questions and curiosities 
started to pour in from each of us, and 
the topics started with some academic 
and technical issues but quickly moved 
on to casual remarks. 

The conversation went on for hours 
– from around 6pm to as late as 10pm. 
What seemed to have started as a formal 
and official dinner quickly evolved into 
lively and flavorful discussions of topics 
of various natures. I continued to express 
my curiosity on game theory and coop-
eration, which led to one of the two ques-
tions that I asked him back in the paral-
lel lecture. After some explanation of his 
opinions, he wrote for me on the restau-
rant pamphlet the name and address of 
one of his papers corresponding to that 
curiosity . In addition, having brought 
my “Lindau Yearbook” with me on that 
dinner, I asked him whether he could 
sign the book for me. To my delight, the 
following photo came to exist.

Later on in that conversation, approxi-
mately around 9 and 10pm, the night 
sky of Lindau was littered with stars. A 
friend named Roy, from India, came up 
with a question. In the movie “A Beauti-
ful Mind”, Professor Nash had picked out 
a pattern from the night stars. My friend’s 
curiosity was about how much, or wheth-
er, that scene was true. In response to my 
friend’s question, he replied that he could 
have done the feat in question if he would, 
but that the particular scene represented 
in the movie did not actually occur. Say-
ing that several details of his life had been 
exaggerated in the movie, understand-
ably for thought-inspiring purposes, Pro-
fessor Nash then gave a peaceful smile.

The Professor had also joined us on the 
boat trip to the isle of Mainau, along with 
several other laureates. On the island, ev-
eryone traveled in different directions, 
as the island’s park covered a vast tract 
of land. Around five of my friends and I 
came across Professor Nash on the island, 
as we were viewing the livestock section 
of the island. We had a casual exchange 
of ideas of how and why cows of some 
species have horns and some don’t. Af-
terwards, the Professor and we then pro-
ceeded through the botanical sections of 
the park and came across the Scientific 

Discoveries in Health Exhibition. After 
a long walk, we went back to the Island’s 
castle for the closing ceremony, followed 
by a touching and memorable evening 
boat trip back to the town of Lindau.

After the boat trip and the closing ceremo-
ny, the Meeting was wonderfully concluded 
and everyone was heading home. Like sev-
eral others, my flight was scheduled several 
days after the day of the closing ceremony, 
so I decided to pay a visit to the Lindau No-
bel Foundation’s office, located next to the 
town’s train station, which was in turn adja-
cent to the taxicab station. The bottom floor 
of the building houses the town’s tourism 
office, and is the ideal place to browse for 
information on tourist attractions located 
throughout the city. And after a pleasant 
talk with the ever-diligent, ever-dedicated 
officers at the Foundation, I went down the 
stairs and back to the first floor . To my joy 
and surprise, as I opened the door leading 
back to the tourism office and the building 
entrance, Professor Nash and Madame Ali-
cia were standing right there! After another 
warm greeting, I told the Professor that 
my flight was scheduled on the next day, 
so I came to pay a visit to the Foundation 
headquarters, and he told me that his initial 
flight was postponed due to the storm that 
had occurred the day before. As a result, he 
decided to spend a few more days in Lindau 
and enjoy the town’s beautiful scenery. The 
conversation on that day was of a unique 
and warm atmosphere. Professor Nash, 
Madame Alicia and I were standing at the 
beautifully decorated shelf section of the 
tourism office, full of nice brochures and 
pamphlets on each of the town’s attractions, 
and we talked merrily about the nice places 
that each of us should go and see or revisit.

As we said goodbye, I thought it was only 
appropriate to do the “Waii”, which is a 
normal custom in my country, where indi-
viduals put their hands together (like when 
one prays) and bows their head as a sign of 
respect to the person that they are speak-
ing to (in Thailand, students are expected to 
perform this act first to their teachers and 
professors as a gesture of respect, where 
teachers reciprocate in a more reserved 
manner as a gesture of kindness towards 
the younger individuals) . Again, to my joy 
and surprise, the Professor reciprocated the 
Waii in a graceful and dignified manner, 
with a smile that I will never forget. Any-
one who happens to be in the same situa-
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tion could easily see the tranquility and 
benevolence in his eyes. I left the building 
and went into the streets happily, as the 
Professor and Madame Alicia stayed on 
and browsed through the list of the town’s 
great attractions.

The streets of Lindau seemed to be a bit 
different after the big event. The crowd of 
academics, scholars and young researchers 
who participated seemed to have lightened 
up, and families with small kids and ener-
getic tourist groups on vacation filled the 
gaps in their absence. Street performers of 
different art genres were a common sight 
as well. Noting these changes, I walked 
through the streets of Lindau for a great 
deal of time, thinking back to the great col-
lection of events that had occurred during 
the week before. Yet again, to my surprise, 
I came across Professor Nash and Madame 
Alicia once more on the main street. The 
Professor asked me whether I would be 
able to accompany him and his wife to the 
town’s taxicab station. Without hesitation, 
I joined the couple on that afternoon walk. 
Perhaps fatefully, of all the Nobel Laureates 
who were attending the Meeting, Professor 
Nash was the one that I most frequently got 
to meet and talk to in person. We spent that 
time talking about the places and stuffs in 
the town, and we soon came across a nice 
little souvenir shop.	

The weather outside was very comfortable, 
and while we didn’t get to look at the ther-
mometer, it should have been somewhere 
between 15 and 20 degrees (Celsius). Ma-
dame Alicia went into the store to browse 
through the local articles, and Professor 
Nash and I stayed in front of the store. Pro-
fessor Nash casually leaned against the tree 
located next to the postcard stand, and we 
talked about how the world had changed 
during the last several decades, and how 
the transportation and mass transit systems 
differed from one part of the world to an-
other. After a while, we thought it would be 
fun to join Madame Alicia in the store, and 
we entered the store for a good look at the 
items along with her.
	
Afterwards, en route to the taxicab station, 
we were back to the aforementioned build-
ing that houses the tourism office and the 
Foundation. Continued from the previous 
conversations, I made a comment that the 
taxi service in Lindau differed from that 
in the city I live in. Taxicabs in Lindau are 

stationed in one place and clients can seek 
them out at the town station, where taxi 
service providers in Bangkok would seek 
out potential clients on the street. Profes-
sor Nash then told me about how New York 
taxicabs operated in a similar manner to 
their counterparts in Bangkok. 

Along the way, I had observed how the 
couple had always been looking out for one 
another. For the entirety of the time that I 
had spent with them during and after the 
Nobel Laureates Meeting, the seemingly 
minor details contributed to this impres-
sion of mine. This might seem rather an im-
plicit observation, but if one had been with 
them during all of those aforementioned 
events in Lindau, from the small details you 
will see how they love, care and genuinely 
feel concerned for one another during each 
of the episodes. In my eyes, they represent 
couples who are best friends and support-
ers for one another.

After a short while, we reached the sta-
tion. We secured a cab and, as the Profes-
sor and Madame Alicia were getting ready 
to get back to their accommodation, I felt 
compelled to perform the “Waii” again as I 
said goodbye in that afternoon. I will never 
forget that heart-warming scene where Ma-
dame Alicia gave a hearty smile and waved, 
along with her goodbye, and Professor 
Nash leaned forward and reciprocated with 
a kind “Waii”, again with a graceful pos-
ture coupled with his generous smile and 
benevolent look in his eyes. Although not 
all of these said scenes were pictured, prop-
erly out of respect for the Professor and his 
family’s privacy, the memory of that day 
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will never be forgotten nor erased from my 
mind. I will always remember that day of 
meeting the Professor John Nash and Ma-
dame Alicia Nash after the meeting, along 
with the other great memories in Lindau.

I am of the view that this writing will serve 
as a piece of information for those who 
want to know, and/or know more, about the 
Professor John Nash, especially in scopes 
apart from his academic talents and as a 
person of modesty, despite his monumental 
intellect and genius. Getting to meet him 
in person, as a young Ph.D. Candidate, I 
am strongly of the impression that Profes-
sor John Forbes Nash Jr., one of the most 
talented mathematicians and economists in 
the profession, indeed possessed “a beau-
tiful mind”, which was expressed not only 
through his intellect, but equally in his in-
spiring, warm and amiable character.

Afterwords

When I first wrote the initial version of 
this article several years ago, one can tell 
that it was brimming with excitement, joy 
and pride, as a re-telling of the wonder-
ful story of the memories we all shared at 
Lindau 2011, in admiration of the great 
John Nash, the man of legend and an in-
spiration of mine. On the other hand, the 
re-edited version of this article, the one 
that you are reading, was re-edited in grief 
to mourn the passing of Professor Nash 
and his kind wife, his devoted compan-
ion throughout his days of joy and misery, 
Madame Alicia. At first when I heard the 
news, I could not believe it. I thought it was 
just an internet celebrity death hoax, origi-
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nating from some inconsiderate people. I 
spent several hours checking the validity of 
the news, and upon learning that the news 
of their death was real, there was sadness 
and silence. They were so healthy and ener-
getic, so full of life when I last saw them. I 
say, to be honest, this is not the ending they 
deserve. Not at all. I expect that the couple, 
after all they have been through, deserve 
many more happy years of companionship 
and warmth, surrounded by friends and 
admirers. Such people who have inspired 
so many and contributed so much deserve 
a peaceful ending, not this. We know full 
well that we cannot change what has hap-
pened, so I re-edit this article in the hope 
of sharing the memories of Dr. Nash and 
Madame Alicia, so as to be a small voice 
which inspires curiosity and interest about 
his life and work, which would hopefully 
encourage the younger generation to learn 
and build upon his theories, his researches 
and contributions towards academic and 
economic progress. There are numerous 
sources if you’d like to learn more about his 
life’s work, which can be found here:

- For the full presentation of his Lindau lec-
ture on the concept of ideal money, you can 
find the full video here [http://www.medi-
atheque.lindau-nobel.org/videos/31344/
ideal-money-and-the-motivation-of-sav-
ings-and-thrift-2011/laureate-nash-jr]

- A great article about Professor Nash in 
his remembrance is provided by Charles A. 
Holt (2015) in his article “John Nash: Flash-
es of Brilliance in Different Directions”, 
published in the Southern Economic Jour-

nal. Here, the article explains how some of 
his most well-known theories are formu-
lated, based on, for example, the details 
of bargaining and the need for a prudent 
selection of assumption, and summarizes 
the equilibrium concept as the point where 
players would stay their course even if 
their opponents’ strategies are announced. 
The contribution of his theories led to the 
popularity of the well-known “Prisoners’ 
Dilemma” game, where the payoff struc-
ture results in the suboptimal equilibrium 
where both players defect and each receive 
an inferior payoff compared to what they 
stand to gain in a successful cooperative 
outcome. 

- The concept of “Ideal Money”, which leads 
to the discussion from the plenary lecture 
early on can be found from Professor Nash’s 
2002 Work on the same concept.

In my original version of this article, I ex-
pressed joy and happiness for them that the 
couple remained there for one another al-
ways. Now I write to mourn their passing 
and to honor their memories. As fate would 
have it, while the ending was heartbreaking 
to all of us, they were together to the very 
end.
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This paper provides the first sys-
tematic empirical evidence for the 
existence of anchoring effects in the 

context of actual high-stakes negotiations. 
I investigate whether a company’s board 
of directors is influenced by behavioral 
biases when negotiating the sale of their 
company. Specifically, I investigate whether 
company boards are psychologically an-
chored by initial bids made by potential ac-
quiring companies. I find that initial bids, 
which typically reflect a potential buyer’s 
exploratory bid and thus should not affect 
the final price paid, are strongly positively 
correlated with the final sale price. I find 
that after controlling for a company’s fun-
damental value, selling company boards 
still tend to be influenced by the value of 
the initial bid. This supports the anchoring 
hypothesis, which states that decision mak-
ers are disproportionately influenced by an 
initial piece of information when making 
numerical estimates.

I. Background and Literature Review

Traditional economic theory assumes that 
people always act in their own best inter-
ests, an assumption referred to as rational-
ity. Do people really behave this way? 
A growing body of research suggests that 
people take mental shortcuts when making 
decisions. One of these shortcuts is called 
“anchoring,” in which people make numeri-
cal estimates relative to an initial numerical 
anchor (Tversky & Kahneman 1974). An-
choring saves time and cognitive energy, 
but leads to estimates that are biased away 
from the true value and towards the anchor. 
A biased estimate could thus lead someone 
to act contrary to their best interests. Thus, 
anchoring is often referenced as an example 

of irrational behavior.

Anchoring has been observed in a variety 
of situations such as real estate pricing, art 
auctions, and university rankings (North-
craft & Neale, 1987; Beggs & Graddy, 2009; 
Bowman & Bastedo, 2010).  Most evidence 
about anchoring, however, comes from 
laboratory experiments in which subjects–
usually college students– are paid small 
sums of money to participate (for examples, 
see Chapman & Johnson, 1999; Galinsky & 
Mussweiler, 2001; Jacowitz & Kahneman, 
1995). Students in these experiments typi-
cally lack strong incentive to exert effort so 
as to make correct estimations.  Economic 
theory predicts that rational actors will bal-
ance the benefits of making an accurate es-
timate against the costs of engaging in more 
complicated calculations, such as time and 
mental energy expenditure. Since labora-
tory subjects have little to gain from mak-
ing accurate estimates, these experiments 
do not necessarily reflect irrational behav-
ior. An ideal test of rationality would see if 
economic actors take mental shortcuts in a 
high-stakes context. In this paper, I exam-
ine one such context: Multi-million dollar 
corporate takeover negotiations.

The business press contains many anec-
dotes that support the idea that anchor-
ing occurs in business negotiations. For 
example, Lovallo, Viguerie, Ulhaner, and 
Horn (2007) claims that anchoring may 
cause business negotiators to underreact 
to new evidence in negotiations. Subra-
manian (2011) encourages negotiators to 
make a first-move to anchor the opposing 
party. Despite these anecdotal claims, sci-
entists still know very little about the extent 
and prevalence of anchoring in business 

negotiations. One might expect that busi-
ness negotiators are trained to avoid being 
anchored. However, Kaustia, Alho and Put-
tonen (2008) show that experts estimating 
stock returns were influenced by anchors. 
Additionally, Wilson, Houston, Etling, and 
Brekke (1996) demonstrated in a laborato-
ry setting that even people who were fore-
warned about anchoring did not show a 
reduction in anchoring effects. This implies 
that that we may observe anchoring effects 
in high-stakes business negotiations even if 
the negotiators are trained to avoid them. 

One of the most important negotiations a 
businessperson can be involved in is the 
negotiation over the sale of their company 
(i.e. “mergers and acquisitions” or “M&A”). 
M&A negotiations are an attractive labora-
tory for studying anchoring for two reasons. 
First, M&A negotiations have high stakes. 
The average value of a company sale in 2010 
was $317 million dollars.  So an incorrect 
estimate by a selling company of their own 
sale value can be very costly. The stakes are 
also high from a legal perspective. Corpo-
rate boards of directors have a legal duty to 
their shareholders to maximize their com-
pany’s value. According to Cornerstone 
Research, over 90% of proposed merg-
ers in the past five years have been legally 
challenged by shareholders who claim that 
their company’s board of directors did not 
do enough to maximize shareholder value. 
Corporate boards thus have a strong incen-
tive to negotiate aggressively and obtain 
high sale prices to avoid a lawsuit. Second, 
relevant data on the negotiation process 
are available. Selling companies are legally 
obligated to provide a thorough outline of 
the pre-announcement negotiation process 
to the Security and Exchange Commission. 

Beau Bressler, Grinnell College Editing by Aasha Reddy

Do Initial Acquirer Bids 
Anchor Selling Company 

Boards?
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These documents are publicly available, 
though data is not provided in a research-
ready format. By hand-coding information 
from these documents about the pre-an-
nouncement process, I examine anchoring 
in a novel way.

I investigate whether the initial bid made 
by a potential buyer in an M&A negotiation 
psychologically anchors the expectations of 
selling company boards. To do this, I pro-
pose a model of M&A negotiations which 
accounts for how the selling company 
board’s reservation value can be affected by 
an anchor.  I derive a hypothesis from this 
model which I test using hand-collected 
data on the negotiation process drawn from 
SEC merger. 
My main result is that, after controlling for 
the target’s standalone value, the final sale 
price is positively correlated with the initial 
bid value. 

The remainder of the paper is organized as 
follows. First, I present a theoretical model 
of M&A negotiations. Second, I explain 
how I collected the data I used in my analy-
sis. Third, I discuss the methodological ap-
proach and empirical findings. And finally, 
I draw conclusions from the results and dis-
cuss potential limitations of my research.

II. Theory

In this section I propose a model of M&A 
negotiations that accounts for endogeneity 
in a selling company board’s reservation 
value. I derive my empirical tests from this 
theoretical model. To my knowledge, this is 
a novel approach to modeling M&A nego-
tiations.

First, I treat a selling company’s board of 
directors as a single decision-making unit. 
This allows me to make simplifying as-
sumptions about the board’s reservation 
value. Second, I assume that the reservation 
value of the board of selling company i in 
year t is a function of the selling company’s 
stand-alone value, an M&A markup value, 
and psychological biases.

Selling company boards seeking to maxi-
mize shareholder value will not accept 
a sale price that is below the company’s 
stand-alone value. However, companies are 
not sold to simply receive the stand-alone 
value of the company. Selling companies 
need to receive a premium to offset the 

costs of conducting an M&A negotiation 
and to fulfill their legal duty to sharehold-
ers. I include a psychological bias term in 
light of evidence that value judgments are 
not retrieved from memory, but construct-
ed in response to information (Chapman 
and Johnson 1999). This yields the follow-
ing model of reservation value:
 
        RVi=β2(Sit-1+Mt)+ λit+ωit        (1)

where RV is the selling company board’s 
reservation value, the lowest price at which 
they are willing to sell the company, S is the 
selling company’s stand-alone value, M is 
an M&A markup value, λ is the collection 
of psychological biases affecting the selling 
company’s board, and  ω is an error term 
that contains other factors that affect the 
selling company’s reservation value. I as-
sume that the stand-alone value of selling 
company i in year t is equal to the average 
market value of the company during the 
year t-1. This assumption is founded on the 
idea, referred to as the Efficient Markets 
Hypothesis (Fama 1970), that the market 
price of a company contains all publically 
available information about a company’s 
value. This assumption accounts for varia-
tion in stock prices as well as the effects of 
market run-ups prior to a sale.  I also as-
sume that the M&A markup is equal to the 
average M&A deal premium in year t. A 
“deal premium” is the percentage difference 
between the market value of a company and 
the price that it is sold for. Some companies 
are sold for a premium below the yearly av-
erage, while others are sold for a premium 
above the yearly average, but I assume that 
this measurement error is randomly dis-
tributed. Therefore, this assumption should 
not bias the coefficients. 

Assuming that an initial bid has anchoring 
effects on the selling company board, we 
have that behavioral biases are a function 
of the initial bid in a negotiation are cap-
tured by

         λit= β1 INITIALit+uit   	    (2)        
  
where INITIAL is the value of the initial bid 
value for company i  and u is an error term 
which contains all other psychological bias-
es that affect the reservation value of selling 
company board i. If the initial bid is not an 
anchor, β1 would be equal to zero.

The seller’s reservation price tells only half 
of the story of a company sale process. 
M&A negotiations often consist of long, 
costly negotiations between the selling 
company and the potential acquirers to ex-
tract additional value from the transaction. 
These negotiations often result in the ac-
quirer paying more than the selling compa-
ny’s reservation value. To account for this, 
I model the final sale price as a function of 
the reservation value. I assume that the fi-
nal sale price, FP, is equal to the reservation 
value plus a vector of other characteristics 
of the negotiation. This yields the following 
equation:

             FPit=RVit+αit+εit            (3)
 
where α represents negotiation character-
istics that affect the final price, and ε is an 
error term. Inserting Equation 2 into Equa-
tion 1, we have that

  RVit= β2(Sit+Mt)+β1INITIALit+ωit+uit  (4)

Finally, inserting Equation 4 into Equation 
3, we have that

       FPit= β1INITIALit+ αit+ εit    (5)

where	

           εi= β2 (Sit+Mai)+εi+ uit         (6)

This model implies that the initial bid value 
will affect the final sale price.

Inserting Equation 6 into Equation 5 and 
grouping terms yields the basic estimating 
equation:

    FPit=β2(Sit-1+Mai)+β1INITIALai 
                 + αit+ εi+ ui                           (7)
 
Notice that  dFP/(dβ1)>0 implies that an 
increase in the initial bid value leads to an 
increase in the final sale price. My empiri-
cal analysis therefore seeks to estimate the 
value of the β1 coefficient.

III. Data and Methodology

A. Data

All variables are constructed from data 
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from SEC EDGAR, Bloomberg, and the 
Compustat databases. I collected data on 
bids, sale prices, and other pre-announce-
ment negotiation variables from proxy 
statements submitted by companies to the 
SEC after the announcement of a company 
sale. My sample is comprised of 33 ran-
domly selected company sales with the fol-
lowing characteristics: 
• The selling company is a publicly-listed 
company in the S&P 1500.
• The total value of the sale is greater than 
$1 million.
• The sale occurred during 2010.
• The initial bid is provided in “per-share” 
terms within the SEC documentation.

I collect the dependent variable and in-
dependent variable of interest, as well as 
control variables, from the ‘background of 
the deal’ section of SEC proxy statements. 
These documents provide a thorough sum-
mary of the pre-announcement negotiation 
process, including all bids and indications 
of interest. These ‘background of the deal’ 
documents often provide information 
about other negotiations that the selling 
company was previously engaged in within 
the last few years. It takes about an hour to 
read each document and code it into a for-
mat that is usable by a statistical package. 
It is thus not surprising that prior research 
on anchoring has not used this data.  In my 
analysis, I focus on the most recent “bid-
ding round” before sale. I define the end 
of a bidding round as one of the following 
events:
• All potential buyers cease negotiations 
with the selling company.
• The selling company terminates the sale 
process altogether.
• The selling ceases negotiations with each 
potential buyer.

I define the “initial bid” variable as the first 
observed bid in a bidding round. In a typi-
cal M&A negotiation, bidders often offer 
verbal or written non-binding indications 
of interest before eventually making writ-
ten bids (Hansen 2001). I assume that these 
two forms of bidding are indistinguishable. 
This assumption is justified for two rea-
sons. First, selling company boards tend 
to respond to indications of interest in the 
same way that they respond to bids. If the 
valuation in the indication of interest is too 
low, board will urge the bidder to increase 
their valuation, present a counter-offer, or 
remove the bidder from the negotiation 

entirely. If the valuation is satisfactory, the 
board will occasionally ask to proceed at 
the indicated price. The same is true for 
formals bids. Second, research on anchor-
ing suggests that even if the valuation is 
deemed an “indication of interest,” it will 
still have anchoring effects. The selective 
accessibility model proposed by Jacowitz 
and Kahneman (1995) suggests that even 
an uninformative anchor will affect the ne-
gotiator’s eventual valuation.  

Indications of interest are often reported 
in proxy statements as a range of values. 
It is reasonable to assume that the selling 
company board members will care about 
how much the bidder might be willing to 
pay rather than how little they might pay. I 
therefore record the initial bid value as the 
top of the range if the initial bid is reported 
in a proxy statement as a range. 

B. Empirical Model

In this section I test the hypothesis that 
higher initial bid values contribute to high-
er sale prices. Recall equation (7):

     FPit=β2(Sit-1+Mai)+β1INITIALai 
                    + αit+ εi+ ui     
Ideally, I would simply estimate the value 
of β1 in this equation. However, to ensure 
a casual effect, I control for variables con-
tained within the error term, εi, that may 
be correlated with the dependent variable, 
FP, and the independent variable of inter-
est, INITIAL. 

I therefore estimate the following equation, 
which I derived in section II., using Ordi-
nary Least Squares:

            FPit= β0 +β1INITIALit
+ β2 Valuationit
+ β3 TSIZEit-1
+ β  Numbiddersit
+ β5 Unsolicitedit+β6Lnbetait
+ μm+ εit     

where:     
                      
FPit = The per-share value of the final sale 
price of selling company i in year t

INITIALit = The per-share value of the ini-
tial bid for company i in year t

Valuationit = (Sit-1+Mai), a proxy for the ex-
pected sale value of company i in year t

TSIZEit = The natural log of the average 
market capitalization of company i in year 
t-1

Numbiddersit = The number of bidders in 
the final bidding round for company i in 
year t

Unsolicitedit = A dummy variable indicat-
ing whether the initial bid for company i 
was unsolicited 

Lnbetait = The natural log 
of the average beta coefficient of company 
i in year t

μm = Industry fixed effects

εi = (εi + ui), a combination of two stochas-
tic error terms

A positive value of  β1 would indicate that 
the size of the initial bid is associated with 
a higher final sale price, as predicted by 
the anchoring hypothesis. The FP equation 
contains a variety of control variables that 
ensure that the association between initial 
bids and final price is indeed casual. Each of 
the control variables included is potentially 
correlated with both the size of the initial 
bid and the final sale price. For example, we 
would expect that the Valuation variable to 
be positively correlated with both the initial 
bid price and the final sale price. This vari-
able serves as a proxy for the actual value 
that the selling company board would ac-
cept in the absence of psychological biases. 
Thus, a large valuation implies an inher-
ently more valuable selling company, which 
should illicit larger bids as well as a higher 
final price. Omitting this variable would 
therefore positively bias the β1 coefficient. 

Each of the control variables included in 
the multivariate regression is included to 
avoid potential omitted variable bias. For 
example, one potential concern is that 
boards of directors of differently sized 
companies may behave differently. All else 
equal, a larger company likely has more 
outside options than a smaller company. 
This gives the selling company board high-
er negotiating power, and should therefore 
illicit higher initial bids. For a similar rea-
son, larger selling companies with higher 
negotiating power might be able to extract 
higher final bids as well. Thus, we include 
the TSIZEit-1 variable to capture the poten-
tial effect of company size on our initial and 
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final bid values. Omitting the selling com-
pany market capitalization would bias the 
β1 coefficient upwards.

Another potential concern would be that 
the number of bidders in a negotiation will 
affect the ability of the selling company 
board to negotiate a high final sale price. 
On one hand, if a potential bidder offers a 
high initial bid, the selling company board 
may be less likely to bring in more bidders. 
On the other hand, one might expect that 
more competition in the bidding process 
might drive up the final sale price. Thus,  
Numbidders would likely be negatively cor-
related with the initial bid value and posi-
tively correlated with the final sale price. 
Since the signs of these correlations are 
different, omitting the number of bidders 
from the model should negatively bias β1.

IV. Main Findings and Robustness 
Checks

Table 2 reports the results of the initial re-
gression. Column (1) reports the results of 
the bivariate regression between the initial 
bid and the final sale price. Column (2) 
reports the results of the same regression 
when we include the expected valuation of 
the target company. Column (3) reports the 
results of the multivariate regression, ex-
cluding controls for industry. Column (4) 
reports the complete multivariate regres-
sion results. In each model, the estimated 
coefficient on the initial bid value is posi-
tive and significant at the .001 level. The es-
timated coefficient of the INITIALit
 variable in the complete model implies that 
a 1 dollar increase in the initial bid value 
leads to a 1.18 dollar increase in the final 
sale price. Otherwise, only expected sale 
price, the beta variable, and one of the in-
dustry dummies were statistically signifi-
cant. These results are consistent with the 
hypothesis that the initial bid anchors the 
selling company board (see table II).

One interesting finding that emerged from 
the regression is that the selling company 
valuation variable, in every model in which 
it is included, is statistically significant, but 
with a negative coefficient. This implies that 
the Valuation variable may not capture the 
true company M&A value in the sample. To 
correct for this potential specification error, 
I alter the model specification by dividing 
the estimation equation by the Valuationit 
variable. Thus, we have the following alter-

native estimating equation:

FPit/Valuationit = 
     (β0+β2) 
   + β1(INITIALit/Valuationit)
   + β3(TSIZEit-1/Valuationit) 
   + β4(Numbiddersit/Valuationit)
   + β5(Unsolicitedit/Valuationit)
   + β6(Lnbetait/Valuationit)
   + μm+ εit

In this alternative regression, β1 represents 
how a change in the initial bid premium af-
fects the final “deal premium” or sale pre-
mium, where a premium is defined as the 
value-per-share of the bid divided by the 
estimated value-per-share of the company 
on the M&A market.

See table III. Column (1) presents the bi-
variate regression, while column (2) pres-
ents a multivariate regression that includes 
all controls except for industry controls. 
Column (3) presents the complete model. 
In each model, the initial bid premium has 
significant, positively correlated effect on 
the final sale premium. In the complete 
model, the estimated coefficient of inter-
est implies that a 1% increase in the initial 
bid premium leads to a 1.31% increase in 
the final sale premium. This supports the 
anchoring hypothesis. Thus, both specifica-
tions of the estimating equation yielded an 
estimated β1 value that is consistent with an 
anchoring hypothesis.

IV. Conclusion

This paper used hand-collected data to 
show that economic actors in high-stakes 
business negotiations may not be perfectly 
rational. My main finding demonstrates 
that even in cases in which people have ev-
ery incentive to behave rationally, they are 
unable to do so. This aligns with the theory 
of bounded rationality, the theory that peo-
ple try to act in their best interest but are 
limited by imperfect information and inad-
equate cognition. Selling company boards 
have a lot to lose by making inaccurate esti-
mations of their value, but their valuations 
are still biased by an anchor.

VI. Tables

Table I. Sample Characteristics

This table reports mean characteristics for 
the deals contained in the sample. Data are 
hand-collected from SEC proxy statements 
and Bloomberg. Valuation is equal to the 
average company stock price in the previ-
ous year plus the average merger premium 
in the given year. Final sale premium is 
equal to the final sale price divided by 
the company valuation, while initial bid 
premium is equal to the initial bid value 
divided by the company valuation.

Table II. Effect of Initial Bid on Final 
Sale Price

This table reports regression results of the 
initial bid for a company on the final sale 
price of that company. Column (1) reports 
the bivariate regression results. Column 
(2) controls for the estimated value of the 
selling company, calculated as the to the 
average company stock price in the previ-
ous year plus the average merger premium 
in the given year. Column (3) contains the 
full multivariate regression results, exclud-
ing industry fixed effects. Column (4) 
contains the multivariate regression results 
after controlling for industry fixed effects. 

Table III. Effect of Initial Bid Pre-
mium on Final Sale Premium

This table reports regression results of the 
initial bid premium for a company on the 
final deal premium of that company. Final 
sale premium is equal to the final sale price 
divided by the company valuation, while 
initial bid premium is equal to the initial 
bid value divided by the company valu-
ation. Column (1) reports the bivariate 
regression results.  Column (2) contains 
the full multivariate regression results, ex-
cluding industry fixed effects. Column (3) 
contains the multivariate regression results 
after controlling for industry fixed effects.
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R Ron Elmer is running for Trea-
surer of the State of North Caro-
lina. He is aware of Jack Bogle’s and 

Jeremy Grantham’s quotes that introduced 
this paper, which make the point that the 
high expenses and high turnover associ-
ated with active management of portfolios 
reduce returns.  Part of Elmer’s platform is 
to replace active management of stock mu-
tual funds, private equity, real estate funds, 
real estate partnerships, hedge funds and 
commodity funds with an index invest-
ment strategy, managed in house.  He tells 
me that he doesn’t believe real estate even 
belongs in the portfolio as a separate asset 
class. The S&P 500 and Wilshire 5000 in-
clude REITs and the current bond portfolio 
of the Pension Fund includes mortgaged 
based securities.  

In this article I estimate what the gain 
would be, if any, from a strategy which is 
close to Mr. Elmer’s proposal. I ask what 
the returns would have been if the state had 
simply invested in Vanguard index funds. 
Mr. Elmer tells me that he believes that he 
can do even better than this Vanguard in-
dex strategy by managing the stock portfo-
lio in house, so perhaps I have underesti-
mated the gain from his strategy. Should he 

Should the Equities in the 
North Carolina State 

Employees’ Pension Fund be Indexed 
or Actively Managed? 

be elected and manage the stock portfolio 
in house, I suggest he use a benchmark 
consisting of Vanguard fund returns. Other 
pension funds might find comparison with 
the same benchmark to be useful as well.

Mr. Elmer’s  phone, email, and campaign 
web site are:
Tel: 919-749-6737
info@ElmerForTreasurer.com
www.ElmerForTreasurer.com

2. What does this paper do?

North Carolina Department of State Trea-
surer (2009-2015) reports the returns of the 
various components of the State of North 
Carolina Employees’ Pension Plan through 
the second quarter of 2015 as well as year 
by year returns. These are reproduced in 
the appendix to this paper. “The NC Re-
tirement Systems Division administers 
four major retirement systems and several 
smaller systems and supplemental funds” 
(State Treasurer, 2015). I work with this col-
lection of retirement funds. 

Vanguard is a large company famous for 
providing low-cost equity and bond index 
mutual funds. So a strategy worth investi-

gating is the effect of replacing the current 
management of the NC State Employees’ 
Pension Fund with low-cost Vanguard in-
dex funds.

3. What Do The Calculations Show?

Exhibits 1-11 and A3 show the effects of 
replacing components of the NC State Em-
ployees’ Pension Fund with index funds 
from Vanguard. Here is how to read them.

Exhibits A1 and A2 report the data I worked 
with. They present nominal returns. Large 
and stable real returns are what pension 
funds should be concerned with, so all the 
other exhibits report real returns.  “Real” 
returns are the returns after nominal re-
turns are adjusted for inflation. 

The returns of assets that have relatively 
high returns, low standard deviations of re-
turn, and low cumulative falls in value are 
bolded. 

Exhibit 1 shows the impact of replacing the 
pension plan’s “inflation protection” with 
Vanguard’s Inflation-Protected Securities, 
Admiral Share Class, with Nasdaq ticker 
VAIPX. The Vanguard fund has higher av-

“In Investing, You Get What You 
Don’t Pay For. ”— John C. Bogle, founding CEO of the Vanguard 

Company. This is the title of his talk to the World 
Money Show 2005.

Money management is probably 
what is generously called a zero 
sum game, which is to say, zero 
before management fees and 

transaction costs. ”— Jeremy Grantham (2006, p.3).

“
Professor Edward Tower, Duke University

Editing by 
Kevin Bao and Caroline Lai
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erage returns for each of the 7 time periods 
ending in mid-2015, a lower standard de-
viation of real return and a lower maximum 
cumulative decline in real value.

Throughout the paper I use the Admiral 
share class of the Vanguard funds. Admiral 
shares have lower expenses than the cor-
responding Investment share class, and the 
hugeness of the NC portfolio means that NC 
would likely qualify for the lower expenses. 
The Admiral shares were introduced more 
recently than the more expensive Investor 
share classes. When the Admiral share class 
did not exist for the entire time period, for 
the pre-Admiral share class period, I used 
the return for the Investor share class, and 
increased that return by the 2015 expense 
ratio of the investor share class minus the 
2015 expense ratio of the Admiral share 
class. This approximates what the return of 
the Admiral share class would have been if 
it had existed for the entire time span. The 
expense ratio of Vanguard’s Institutional 
share class is typically 0.1 % less than that 
of the Admiral class, and I expect that the 
NC Pension Fund would qualify for this 
lower expense ratio. One contributor to the 
high returns of Vanguard funds is that Van-
guard lends out its securities to short sellers 
and charges for this service. Ron Elmer tells 
me that the NC State Pension fund does the 
same, so lending does not account for any 
of the excess Vanguard returns.

Exhibit 2 illustrates that the investor in in-
flation protection would have had to invest 
$1.52 real dollars in mid-2009 to cumulate 
to one real dollar in mid-2015, whereas the 
investor in VAIPX would have had to in-
vest only $0.87 real dollars to cumulate to 
one real dollar in mid-2015. Thus VAIPX 
has the higher six-year return. This is illus-
trated in Exhibit 3, which presents the geo-
metric average annual real rate of return for 
various start dates. This is the return that if 
prevailed every year until mid-2015 would 
have yielded the observed cumulative re-
turn. 

The series start in different years, but all 
end in mid-2015. To compare recent per-
formance, I show how many real dollars 
cumulate to one real dollar in mid-2015, 
rather than how many dollars one dollar at 
the start cumulates to in mid-2015.

In all of the graphs, the Vanguard values 
and returns are indicated by the squares 

and lines in Vanguard’s color: crimson. 
Exhibits 4, 5, and 6 provide the same analy-
sis for Core Real Estate versus VGSLX, the 
Vanguard REIT Index Fund, Admiral share 
class. Over the most recent four years, the 
geometric average returns of the two are a 
virtual tie, but over longer periods VGSLX 
wins. VGSLX has a higher standard devia-
tion of real annual return and a 9.5 per-
centage point higher maximum cumulative 
drop in real value than Core Real Estate, 
but the larger return of VGSLX means that 
its maximum cumulative three-year drop 
in real value is less than that of Core Real 
Estate by 5.1 percentage points. Vanguard 
only established a REIT in May 1996, so the 
comparison of the Core Real Estate versus 
VGSLX dates back only to mid-1996. Mr. 
Elmer suggests replacing the real estate 
investments with a broad-based equity in-
vestment that includes REITS, rather than 
investing in a REIT fund. VTSAX outper-
formed VGSLX over the last five and ten 
years, so using VGSLX instead of VTSAX 
as the alternative to Core Real Estate biases 
my five and ten year calculations of gains 
from indexing downward. For the most 
recent 19-year period, Core Real Estate’s 
average return of 4.425%/year is exceeded 
again by both VGSLX’s 7.96% and VTSAX’s 
return of 5.98%, but here VGSLX (the Van-
guard REIT) is the best performer. 

Exhibits 7, 8, and 9 provide the same analy-
sis for Public Equity and Private Equity ver-
sus VTSAX, Vanguard Total Stock Market 
Index, Admiral Shares. This Vanguard fund 
invests in the broad US stock market. Its 
benchmark is the CRSP US Total Market In-
dex. VTSAX outperforms public equity for 
each of the time spans to mid-2015. It also 
outperforms private equity for each of the 
time spans except mid-2014 to mid-2015. 
Its maximum cumulative fall in real value 
and its standard deviation of real return are 
only a hair larger than those of public eq-
uity. It fares worse on these two measures 
than does private equity but private equity 
is not valued by the market, so its measured 
low risk is suspect as discussed in section 6. 

Exhibit 10 records the geometric average 
real returns for the five asset categories over 
the longest time span for which we have 
annual returns, and for the same periods, 
the returns of the corresponding Vanguard 
funds. The Vanguard return minus the pen-
sion fund return is multiplied by the assets 
in each category at mid-2015 to arrive at 
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the saving from indexation. 
I did not analyze Non-Core Real Estate in 
Exhibits 1 through 9. However, data from 
the NC Department of State Treasurer re-
ports geometric average nominal returns 
on Core and Non-Core Real   Estate over 
the 10 years through June 2015 of 5.6%/
year and 5.2%/year respectively, so Non-
Core underperformed by 0.4%/year. Over 
the longest period Core Real Estate’s real 
return was 4.42%/year, so for that same pe-
riod we assume in Exhibit 10’s calculation 
that Non-Core Real Estate’s real return was 
4.02%/year.   

The Inflation Sensitive and Diversifiers 
category returned 2%/year nominal over 
the 10 years prior to mid-2015. Over the 
same period, VAIPX returned 3.63 %/year. 
After adjusting for inflation, the figures are 
0.523%/year and 1.534% per year respec-
tively. I used these figures in Exhibit 10, 
rather than the figures of Exhibit 1, which 
produced a difference in favor of index-
ation of 9.12%/year.  This choice makes 
indexation appear less appealing, but still 
better than the Inflation Sensitive category. 
However, the recent abysmal performance 
of the Inflation Sensitive category should 
not be ignored. 

For the Private Equity, the figures of Exhibit 
7 produced a difference in favor of index-
ation of 5.21% /year. We chose to use the 
15-year figure of Appendix A2, again end-
ing in mid-2015, which produced a differ-
ence in favor of indexation of 4.15%/year. 
Again, this choice makes indexation appear 
less appealing but still better.

I did not analyze the impact of replacing 
hedge funds with a stock index, becauseI do 
not have the 2014-2015 report on their re-
turn and I do not know what proportion of 
the pension portfolio they made up at any 
time. The annual returns of hedge funds in 
the pension portfolio are listed in Exhibit 
A2 only for the six years prior to the fiscal 
year ending in mid-2015. Moreover, there 
is no report on their return for the fiscal 
year ending in mid-2015. It may be that the 
pension fund no longer invests in them. If 
so, that may be a good thing as their six year 
geometric average annual real rate of re-
turn ending in mid-2014 was -0.778%/year, 
while VTSAX’s six year geometric average 
annual real rate of return over the same pe-
riod was 17.616 %/year. 



4. Do the Pension Mangers Make Pre-
scient Asset Reallocations?

Does the pension plan increase the share 
of its funds in asset classes just before they 
have high returns relative to other assets? To 
figure this out, I draw on Exhibit A2’s data 
from mid-1996 through mid-2015. I re-
gress the annual continuously compounded 
nominal return of the pension fund on the 
annual continuously compounded nominal 
returns of the three components of the plan 
for which we have annual returns: income, 
equity, and real estate plus a constant term. 
The returns are expressed as %/year. I use 
continuously compounded returns for two 
reasons. First, I assume that the pension 
plan is rebalanced frequently throughout 
the year, so, for example, if equities perform 
well relative to other assets, the pension 
manager sells equities or invests new funds 
in bonds to bring the share of the portfolio 
in equities throughout the year back to its 
initial level. Second, the geometric average 
continuously compounded return equals 
the average continuously compounded re-
turn, but that is not true for annualized re-
turns. Thus the average continuously com-
pounded return is meaningful, whereas the 
average annualized return is not. 

We know that the shares of the assets in 
the pension fund must add up to one, so I 
constrain the sum of the coefficients on in-
come, equity, and real estate to add to one. 
The coefficients represent average portfolio 
shares in the three asset classes.  The regres-
sion minimizes the sum of the squares of 
the prediction errors. If the constant term 
is positive, then we can conclude that the 
managers increase shares of assets just 
before they perform relatively well. We 
use Microsoft solver to perform our con-
strained regression. Our regression equa-

tion is
Pension Return = 
0.438*Income Return + 0.483*Equity Re-
turn + 0.079*Real Estate Return – 0.312.

This regression tells us that on average the 
pension fund holds 44% of its assets in 
bonds (the income return), 48% in equity, 
and 8% in real estate. These are quite close 
to the current allocation from Exhibit 10. 
The regression also tells that the return of 
the pension fund is 0.312%/ year less than 
it would be if the asset shares were constant. 
Thus our point estimate is that managers 
adjust their asset holdings in the wrong 
direction, shrinking the allocation to asset 
classes just before they appreciate, and this 
drags down the portfolio return by 0.312% 
per year. The R for the regression, which is 
the correlation between the actual portfolio 
returns and the calculated returns is 0.971 
(a measure of goodness of fit of the regres-
sion). The R square is 0.942.
Another interpretation of the negative con-
stant term is that the other components of 
the pension fund produce inferior returns 
to those we put into the regression equa-
tion. These other components are the right-
most 9 columns of Exhibit A2, including 
private equity and hedge funds. 
Microsoft Excel’s “t-test: paired two sample 
for means” test tells that the true value of 
the constant term is negative with a prob-
ability of 75.1% and positive with a prob-
ability of 24.9%. Thus the coefficient is not 
significant at conventional levels, so if the 
NC Pension strategy stays the same in the 
future, my best guess is that the future con-
stant term will be negative with that same 
probability of 75.1%.  The lesson of this 
calculation is that there is no evidence that 
managers make prescient asset realloca-
tions.  

5. Andrew Silton and I share frustra-
tion that the NC pension fund doesn’t 

provide more orderly data.

It is frustrating that the investment catego-
ries in Exhibits A1 and A2 are not identical, 
and that the Pension Fund does not pro-
vide annual returns in Exhibit A2 that cor-
respond to the long periods in Exhibit A1. 
Stilton is the former Chief Investment Of-
ficer of the North Carolina Retirement Sys-
tem. In a June 12, 2015 News and Observer 
article titled “Reform needed to get clearer 
view of NC pension fund.” he explains his 
frustration.  Here are some excerpts from 
his article:

"For about a month, I’ve been preparing to 
write a column based on the detailed per-
formance and fee schedule released by State 
Treasurer Janet Cowell’s office for the North 
Carolina pension plans. As I’ve previously 
written, the total fees came to just under 
$500 million, an 18 percent increase. Like 
almost every public pension plan in the 
country, the increases have been driven by 
the shift to alternative investments. That’s 
really not news, and the performance and 
fee data aren’t timely, since they cover a pe-
riod that ended on June 30, 2014. Regret-
tably, it takes the Treasurer’s Office more 
than 10 months to release information that 
is available internally within 30 days. 

I discovered that the treasurer has con-
structed any number of windows into the 
performance, risks and allocations of the 
pension plan, but the panes are made of 
frosted glass, distorting the information. 
For starters, North Carolina uses a mélange 
of asset classes and categories. … As pen-
sion plans and individual investors have 
moved into alternative investments, the 
proper use of asset classes has been distort-

Ron Elmer’s Campaign Tee Shirt il-
lustrates his proposal to index the NC 
State Employees’ Pension Fund and 
Use the Savings for a Worthy Cause.

Duke Economics Review Spring 201617



ed by mixing in strategies that hide the true 
exposures of the investment portfolio.

The good news is that the asset allocation 
looks like a modestly conservative pub-
lic pension plan. The bad news is that it is 
heading deeper and deeper into the world 
of hedge funds and private equity."

6. Andrew Silton points out that the 
reported riskiness of private equity is 

wrong.

"Alternative investments are supposed to 
represent investment nirvana. Money man-
agers have been promising investors that a 
mix of private equity and hedge funds will 
boost returns and reduce risk at the same 
time. The Cowell’s (sic) own risk report 
shows how badly she is being misled. The 
pension’s risk report for the three-year pe-
riod that ended in March states that con-
ventional equities have fluctuated by an 
average of 10.5 percent, while the private 
equity has varied by only 3 percent over 
the same period. This relationship, known 
as standard deviation, is completely wrong.

Private equity, given its leverage and illi-
quidity, is 30 percent to 50 percent riskier 
than public stocks, which is why investors 
expect higher returns from the asset class. 
It’s no small wonder that the state treasurer 
is moving more and more money into al-
ternatives. Her risk reports are telling her 
that opportunistic real estate, credit and in-
flation have a risk of 3.2 percent, 2.8 percent 
and 5.7 percent respectively. I’d be tempted 
to invest in these asset classes and strategies 
if the risk was only a fraction of plain old 
stocks. 

But that’s not the full story. The reason that 
the risk statistics look so attractive is that 
the treasurer’s consultants and staff are 
mixing market and accounting data. Actual 
market movements are being used to mea-
sure stock and bond risk, while estimates 
taken from accounting statements form the 
basis for measuring the risk of most other 
investments. Whether you are the fiduciary 
for one of America’s largest pension plans 
or a small retail investor, there’s a good rule 
to invest by. If a particular investment of-
fers a big reward relative to its risk, the data 
is distorted and/or the risk isn’t being cap-
tured by the risk statistic."

7. Would Indexing Make Much Differ-

ence to North Carolinians?

Exhibit 10’s estimation of the gain from in-
dexing  is $781 million per year using the 
mid-2015 asset figures. More precisely, we 
should refer to the strategy as Vanguardiz-
ing since VAIPX and VGSLX are not index 
funds, but they share the low expenses, 
wide diversification and low transactions 
costs of index funds.  However, VTSAX 
does index the entire stock market. 

In order to put this into perspective, we 
draw on Exhibit 11. This figure translates 
into a saving of 3.59% of the annual NC 
State Budget or $82 per capita saving for 
each North Carolina Resident. Should the 
savings be allocated to raising teachers’ 
salaries, the saving would amount to $8,031 
per teacher per year, which would be an 
18.14 % salary increase.

8. What would the gain from indexing 
be if the future looks like the recent 

past?

Exhibit A3 asks what the gain from index-
ing would be if the return differential in the 
future is the same as in the recent past. That 
Exhibit records the same calculation pro-
cedure as in Exhibit 10, except the returns 
are those for more recent periods. Over the 
most recent five years ending in mid-2015 
the return differential times mid-2015 as-
sets is $2.492 billion per year, and over the 
most recent ten years ending in mid-2015 
it is $969 million per year. I was initially 
reluctant to report these numbers because 
they seem too good to be true. They may re-
flect the fact that some authors have found 
that over time index funds have increased 
their margin of performance over that of 
managed funds. See, for example, Tower 
(2009). In any case, they indicate the gains 
that indexing would have offered in the re-
cent past.

9. NC State’s Professor Richard Warr 
Reaches a Similar Conclusion With a 

Different Approach

Warr(2016) by looking at management fees, 
incentive fees and trading costs reaches the 
conclusion that “the NC Pension Fund 
could save $500 to $900 Million annually.” 
These figures are in the same range as my 
estimates of $781 million, $969 million, 
and $2.492 billion annually.
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10. Reckoning with the Deadweight Cost 
of Tax Collection

Taxes inflict a deadweight cost on the econ-
omy, dragging down output. A reasonable 
measure of the deadweight cost of taxation 
in the US (the marginal welfare cost of taxa-
tion) is that for every extra dollar of taxes 
collected by the sorts of taxes that are likely 
to be imposed, there is a deadweight loss of 
35%. A selection of estimates of the mar-
ginal welfare cost of taxes is presented in 
the references. Stuart (1984) estimates that 
for the United States it is between 20.7% 
and 24.4%% of the tax collected. Ballard 
et al. (1985) estimate it to be between 17% 
and 56% percent.  Judd (1987) finds very 
high MWC’s for the taxation of capital, and 
Gilbert et al. (2011) show how the MWC 
depends on how the taxes are levied inter-
temporally. 

Thus, should the pension plan saving be 
used to shrink the tax schedule, households 
will gain more than the cut according to the 
schedule. These are called “dynamic” gains. 
Moreover, the increase in NC GDP will 
cause NC tax revenues to rise, partially off-
setting the initial tax cut, which means that 
the reduction in the tax schedule should ex-
ceed the pension savings. Even if taxes are 
not lowered by this proposed reform, the 
proposed reform may enable the slowing of 
tax increases. 

Similarly, the dynamic gains from increases 
in productive government expenditure 
on public goods mean that the benefits to 
North Carolinians are greater than the ex-
tra spending.

11. Cumulative Gains

I have presented the savings over one year 
from indexation. But these are recurrent 
gains, not one time gains. Suppose index-
ation allows an individual just starting her 
work life to experience a 1 real dollar tax 
reduction that remains in force every year. 
If she enters the workforce at age 25 and re-
tires at age 65 how much money will that 
dollar build to over those 40 years?  For real  
rates  of  return continuously compounded 
of 0%/year, 2%/year, 3%/year and 4%/ year,  
the tax saving  cumulates to $40, $49,  $61,  
$77,  and $98 real  dollars at retirement. 
Historically the stock market has returned 
6% real per year, sometimes referred to as 
Siegel’s constant, after the Wharton Profes-



sor Jeremy Siegel.  However, given today’s 
lower real interest rates and high stock 
market valuation, we can expect lower 
returns today. A 4% real return from the 
stock market and a 1% real return from the 
bond market are perhaps reasonable guess-
es. Thus the family who saves $82 real dol-
lars in taxes per year, if it invests in stocks 
in a tax-sheltered account could expect to 
have $8,118 extra real dollars at retirement.  
If it invests in bonds in a tax-sheltered ac-
count it could expect $4018 extra real dol-
lars at retirement.  Should the savings be 
realized in higher teachers’ salaries, the 
retirement assets would be calculated  in 
the same way. For example, in the unlikely 
event that all the saving were passed on to 
teachers, the $8,031 real dollars if invested 
in the stock market each year, would cumu-
late to $794,069 real dollars at retirement, 
and if invested in bonds, would  cumulate 
to $393,519.

12. Conclusion

These calculations are rough, in part be-
cause of lack of better data. However, they, 
along with the logic of Andrew Silton, do 
suggest that Mr. Elmer’s proposal for index-
ation of the Equity part of the portfolio of 
North Carolina is worth serious consider-
ation. It would be useful to perform similar 
calculations for other states too. 

13. Summary

Our various calculations (from Exhibits 
10 and A3) indicate indexing the equity 
part of the NC Pension fund would have 
increased returns by approximately $781 
million per year (in the 3 years ending mid-
2015), $2.492 billion per year (last 5 years 
to mid-2015), and $969 million per year 
(last 10 years to mid-2015). This is an in-
crease in the return by between 0.87%/year 
and 2.78%/year.

The most conservative of these estimates 
translates into a saving of 3.59% of the an-
nual NC State Budget or $82 per capita 
saving for each North Carolina Resident. 
Should the savings be allocated to raising 
teachers’ salaries, the saving would amount 
to $8,031 per teacher per year, which would 
be a 18.14 % salary increase. These are an-
nual figures. The gain of $781 million per 
year translates into $7.810 billion over a de-
cade. The likely growth of the pension plan 
makes this figure a slight underestimate.
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14. Postscript: Reply to Comments

Ron Elmer did not win the Democratic pri-
mary. Elmer’s share of the vote in the Dem-
ocratic Primary for Treasurer was 41.5% to 
Dan Blue III’s 58.5%. 
Since I posted this paper as a work-
ing paper, it has stimulated a column 
by Mel Lindauer in Forbes (http://
www.forbes.com/sites/thebogleheads-
view/2016/03/15/indexing-state-pension-
funds/#2bd0c546399a), an article by Tim 
Storrock in Fundfire and an article by Dan 
Solin in the Huffington Post (http://www.
huffingtonpost.com/dan-solin/a-plan-to-
stop-the-pensio_b_9398016.html). Tim 
Sorrock wisely sought comment by the NC 
State Treasurer’s office on the paper. Kevin 
SigRist of North Carolina’s Department of 
State Treasurer  office made two crucial 
comments on the paper. The public equi-
ties consist of both US and foreign equities, 
and in recent years the foreign stock market 
has had lower returns than the US market. 
Thus, a  benchmark that better captured the 
Fund’s style would be a mix of US and for-
eign stocks. 

He also tells me that the inflation protection 
category includes energy stocks and com-
modities, so using the Vanguard Inflation 
Protected Treasury fund as the benchmark 
for that category does not capture the style 
of assets that the pension fund invested in. 

I had wondered how it was that the “invest-
ment grade fixed income” category gener-
ated such high returns. He tells me that 
“High returns in the investment grade fixed 
income asset class have been due to two 
factors:

1.	 It has a longer duration (~8 years) 
which makes it particularly sensitive to 
falling/rising market interest rates. The 
long duration, compared to broad indices 
like the Barclays Aggregate Bond Index, is 
largely a result of our asset liability analysis 
and ability to ride-out shorter-term mark-
to-market volatility.

2.	 The asset class maintains an al-
location of around 30% U.S. Government 
issued bonds. During “risk-off ” environ-
ments, the market flight to quality causes 
outsized returns. This portion of the asset 
class is also viewed as an important hedge 
against the risk of deflation.” 

What should readers take away from the 
interchange? To some extent this paper 
compares apples and oranges. The study 
shows that several of the simple indexing 
strategies used in this study out-returned 
the roughly comparable asset categories in 
the pension fund. Other indexing strategies 
would have under-returned. I hope to ex-
tend this paper to explore with better data 
whether indexing strategies with the same 
risk profile would have out-returned the 
State of North Carolina Employees’ Pension 
Plan. I am grateful to the Treasurer’s office 
for promising me additional data. I think it 
would be helpful for these data to be regu-
larly posted on the NC State Treasury’s web 
site, and that it is desirable to encourage all 
state pension funds to provide at least the 
same level of transparency that is required 
of mutual funds.
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Gun Violence in America
A Regression Analysis
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Gun violence is a pressing topic in 
America. There were 33,636 firearm 
deaths in 2013 alone. Considerable 

research has been dedicated to determining 
the various causes of gun violence. Although 
gun violence is an endlessly complex phe-
nomenon, scholars have focused on a num-
ber of key contributing factors. Among the 
most contentious of these are gun legislation 
and gun ownership. Numerous studies have 
been aimed at discerning the effects of these 
factors and have frequently come to conflict-
ing results.

Generally, studies have often been directed at 
discerning the effect of specific gun control 
laws on firearm deaths. (Kwon and Baack 
2005, 534). The effect of “right to carry” laws 
is a frequent topic of scholarly inquiry, with 
scholars often concluding that “right to carry” 
laws lead to fewer firearm deaths. Lott and 
Mustard (1997), for example, utilize a county-
level dataset to argue that gun ownership acts 
as a deterrent to crime and that right to carry 
laws reduce gun violence. Mustard (2001) 
likewise concludes that right to carry laws re-
duce police deaths. The effect of gun owner-
ship is elsewhere examined in the same light. 
In these cases the results tend to conflict with 
the previously mentioned studies, as research-
ers conclude that higher rates of gun owner-
ship tend to increase gun violence (Duggan 
2001; Siegel, Ross, and King III 2013). In 
some instances a comprehensive look at gun 
control legislation is attempted. In these stud-
ies authors have found that a stronger body of 
gun control laws is associated with lower rates 
of gun violence. 

The varying results are likely due to a number 
of factors. First, the effect of individual laws is 
probably dependent on the general legislative 
climate (Kwon and Baack 2005, 536). Studies 
focused on specific laws fail to account for the 
effect of these other laws in their analysis. Sec-
ond, gun ownership is particularly difficult to 
measure and various forms of measurement 
have been attempted (Siegel, Ross, and King 

III 2013, 2099). However, most of the litera-
ture suggests that stricter gun legislation is a 
deterrent to gun violence and increased gun 
ownership is linked to increased gun violence.

Curiously, there is a gap in the literature relat-
ing to the intersection of gun ownership and 
gun legislation. Bice and Hemly (2002) sug-
gest that the passage of stricter gun legislation 
is linked to increases in gun ownership (262). 
Scholars have generally failed to take note of 
this and attempt to separate the effects; in-
deed, studies are either focused on gun own-
ership or gun legislation and fail to control for 
the other in testing effects. Duggan (2001) is 
the lone exception, although his study only 
considers right to carry laws rather than gun 
legislation generally. This paper is an attempt 
to remedy this literature gap. The aim of this 
paper is to use regression analysis to deter-
mine the specific effect of both gun legislation 
comprehensively and gun ownership.

Model & Data

The following model contains variables 
based on the work of Kwon and Baack (2005) 
with the additional variable of gun owner-
ship. While considerable variation exists in 
modeling gun violence, a number of core 
variables have emerged and will be included 
in the model. Firearm deaths (FD) are here 
explained by crime levels by state (C), race 
as percent of the state population that is Af-
rican-American (R), police expenditures (P), 
metropolitan population by state (M), unem-
ployment by state (U), gun ownership by state 
(G), and gun legislation as a dummy variables 
for both the strongest and weakest states (T10 
and B10)
FDit=f(Cit, Rit, Pit, Mit, Uit, Git, T10it, B10it)

Data were collected for all 50 states from the 
years 2010-2013 from a variety of scholarly 
and government sources. See Table 1 for de-
scriptive statistics. Because the data collected 
take the form of panel data, they will be ana-
lyzed using a fixed-effects regression model.

The dependent variable firearm deaths is in-
cluded as the dependent variable to measure 
the amount of gun violence in a given state. 
Although it is not universally chosen as the 
dependent variable in the literature, it is com-
monly chosen due to its measurability and 
because gun legislation is primarily aimed at 
preventing gun deaths. It is operationalized 
here as the number of age-adjusted firearm 
deaths per 100,000. Data were collected from 
the National Vital Statistics Report compiled 
by the Centers for Disease Control

For independent variables the model first in-
cludes crime levels. Crime-levels are a com-
mon variable throughout the literature, and 
are linked to gun violence by multiple models 
(Kwon & Baack 2005, 538; Lott and Mustard 
1997; Mustard 2001, 641). It is assumed that 
guns are a common component of many 
crimes and therefore will tend to increase gun 
deaths as crime also increases. For this reason 
crime rates are hypothesized to have a positive 
coefficient. Crime level data was operational-
ized as the rate of violent crimes per 100,000 
as reported in the Uniform Crime Reports 
(Table 4) published annually by the FBI.

Although there is no reason to think that 
race itself is a causal element in gun violence, 
race is linked to wide variety of complicated 
socioeconomic factors that do influence gun 
violence. Research has demonstrated that 
race both influences the likelihood of being 
a victim of gun violence (Felson and Painter-
Davis 2012) and that race is correlated with 
other factors leading to crime (Eitle and 
Turner 2003). Furthermore, previous models 
have used race as a variable (Kwon and Baack 
2005, 538; Lott and Mustard 1997, 15). It is 
therefore included in this model as a general 
measure of these factors and is hypothesized 
to relate positively to firearm deaths. Race was 
operationalized as the percentage of African-
American residents per state, and was collect-
ed from American FactFinder (United States 
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Census Bureau). 

An increased police presence is assumed to 
have a deterrent effect on crime and illegal 
gun usage and to consequently reduce gun 
violence (Schargrodsky and Tella 2004, Mar-
vell and Moody 1996, Mustard 2001). Here 
an increased police presence is hypothesized 
to have a negative coefficient. Police presence 
was operationalized here as the percentage of 
the state population working as full-time law 
enforcement employees, in the same manner 
as Kwon & Baack (2005). Data were collected 
from Table 77 of the FBI’s Uniform Crime 
Reports.

Metropolitan areas is a complex variable with 
multiple possible interpretations (Kwon and 
Baack 2005, 540). Some research has sug-
gested that metropolitan areas have higher 
crime rates and should thus be assumed to 
also contribute to higher levels of gun vio-
lence (Pack 1998, 27). Other studies, how-
ever, link higher gun ownership with rural 
areas, thus implying lower gun violence with 
more people in a metropolitan area (Duggan 
2001, 1090). Given the compelling theoretical 
case for higher crime in cities influencing gun 
violence, it is hypothesized that metropolitan 
areas will have a positive coefficient. Here the 
variable is operationalized as the percentage 
of the state residing in a metropolitan area. 
Data were only available for 2010 and 2013, 
so 2011 and 2012 data were estimated using 
a linear interpretation of the change from 
2010 to 2013. 2010 data were sourced from 
the Census Bureau’s “Statistical Abstract of 
the United States: 2012,” and 2013 data from 
the Henry J. Kaiser Family Foundation, which 
bases its statistics on Census Bureau data.

Unemployment is linked to violence in a 
number of studies (Fallahi, Hamed, and Ga-
briel 2012) and is included in several models 
of gun violence (Kwon and Baack 2005, 539; 
Lott and Mustard 1997, 16). Here it is as-
sumed that higher unemployment provides 
a greater incentive to utilize criminal meth-
ods for income, and consequently increases 
gun use. Therefore it is hypothesized to relate 
positively to firearm deaths. Unemployment 
is measured as the unemployed percentage of 
the labor force as reported by the Bureau of 
Labor Statistics.

Gun ownership is one of two variables not 
included in Kwon and Baack’s (2005) base 
model. Here it is included to test for its effect 
as distinct from gun legislation. The literature 

on gun ownership is self-contradictory. Stud-
ies examining right-to-carry laws have con-
cluded that the higher ownership encouraged 
by the laws acts as a deterrent to gun violence 
(Lott and Mustard 1997, 59; Mustard 2001). 
Alternately, a number of studies have gener-
ally linked gun ownership to higher rates of 
violence (Duggan 2001, 1112; Siegel, Ross, 
and King III, 2013, 2103). In this model gun 
ownership is hypothesized to have a positive 
coefficient. As previously mentioned, gun 
ownership is difficult to measure due to the 
lack of a reliable and direct measurement. 
Here gun ownership was operationalized us-
ing a common proxy, the percentage of sui-
cides committed by firearm (or FS/S) (Siegel, 
Ross, and King III 2013). Data for the proxy 
werer gathered from the Web-Based Injury 
Statistics Query and Reporting Systems from 
the Centers for Disease Control.

Like gun ownership, gun legislation’s effect on 
firearm deaths is a topic contested in the lit-
erature. Papers on the effects of specific laws 
have concluded that stricter laws increase gun 
violence (Lott and Mustard 1997, Mustard 
2001), while others have linked strict legis-
lation with decreased gun violence (Anestis 
and Anestis 2015; Duggan 2001; Fleeger, Lee, 
Monuteaux, Hemenway, and Mannix 2013; 
Siegel, Ross, and King III 2013; Simonetti, 
Rowhani-Rahbar, Mills, Young, and Rivara 
2015). As in Kwon and Baack’s (2005) base 
model, this paper also adapts the approach of 
looking state-level gun laws comprehensively 
rather than individually. Stricter gun control 
legislation is here hypothesized to relate nega-
tively to firearm deaths. Kwon and Baack’s 
(2005) methodology for operationalizing the 
variable was also adopted here. Data were col-
lected from the Law Center to Prevent Gun 
Violence and The Brady Campaign to Prevent 
Gun Violence, both of which rank each state 
by the strength of its gun legislation. Rather 
than using the scores assigned by the Law 
Center, this paper simply includes two dum-
my variables, one for being ranked in the top 
ten and another for being ranked in the bot-
tom ten. This approach has the advantage of 
not relying on the particular scores assigned, 
thus distancing the results from any potential 
biases in the rankings. Furthermore, the ap-
proach does not assume a linear relationship 
between firearm deaths and each state’s score. 
Comparative data for the top and bottom ten 
are provided in Table 2.

Variation also exists in the literature concern-
ing the functional form for modeling gun vio-

lence. Lott and Mustard and Duggan utilize 
a double-log form, while Kwon and Baack 
(2005) and Siegel, Ross, and King III (2013) 
utilize a linear relationship. Here both forms 
will be investigated in an attempt to find the 
most appropriate form and to test the resil-
ience of the estimates to changes in functional 
form.

Results

The model was first estimated using a fixed 
effects panel estimation (regression 1-F), 
then compared to the corresponding ran-
dom effects regression (regression 1-R) with 
a Hausman test. Although regression 1-R had 
a significantly higher R2 and allowed for the 
preferred method of data collection for gun 
ownership, the Hausman test demonstrated 
significant differences in the coefficients and 
ruled out the possibility of using regression 
1-R. Table 3 describes the results of regression 
1-F.

With a low R2 of 0.2847 and only three sta-
tistically significant variables Regression 1-F 
fails to provide much information.  Although 
the coefficients for both T10 and B10 lend 
support to the hypothesis that strong gun leg-
islation decreases firearm deaths, neither have 
enough statistical significance for this conclu-
sion to be meaningful. However, O does have 
a coefficient that is positive as expected, sta-
tistically significant, and clinically large. Its 
coefficient of 10.102 implies that even a one 
percentage point increase in the percentage 
of residents owning guns in a particular state 
will result in an additional 10 firearm deaths 
per 100,000 that year. Problematically, U has 
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a negative coefficient, implying that as un-
employment increases firearm deaths would 
decrease. This conclusion is both illogical and 
contradicted by previous research. Conse-
quently, the coefficient for U casts doubt on 
all the conclusions in regression 1-F and sug-
gests that there may be a specification error 
due to an omitted variable. Ultimately, due 
to the lack of statistical significance and po-
tential specification problems, the functional 
form of  regression 1-F cannot be used to 
make any conclusions about the hypotheses 
or the nature of gun violence.

Regression 2-F presents the same regression 
in log-log form, reported here in Table 4. A 
random-effects regression (regression 2-R) 
was also conducted in double-log form. How-
ever, a Hausman test again ruled out the use 
of random effects and invalidated regression 
2-R. Additionally, a Breusch-Pagan test of 2-F 
revealed significant heteroscedasticity. A gen-
eralized least squares regression, regression 
2-G, corrected for the effects of heteroscedas-
ticity and its results are presented in Table 5. 
Since the standard errors in 2-F are biased, I 
will limit the discussion to the results of 2-G.

The results from regression 2-G were more 
statistically significant than the results from 
1-F, suggesting that a significant amount of 
the variation in ln(FD) was explained by the 
model. Significant variables included ln(B10), 
ln(C),  ln(U) and ln(O). The negative coef-
ficient on ln(B10) contradicts the idea that 
gun control laws reduce firearm deaths and in 
fact implies the opposite, although the effect 
implied in the model is small. The natural log 
of crime, however, gave the expected result of 

having a positive effect on firearm deaths, al-
though the effect is small. The model predicts 
that it would take a five percent increase in 
violent crimes to create a one percent increase 
in firearm deaths. The 0.679 coefficient on 
ownership does imply, as expected, that fire-
arm deaths increase by over half a percent for 
a corresponding one percent change in own-
ership. On the other hand, ln(U) again has a 
problematic interpretation. Its negative coef-
ficient again implies that even a ten percent 
increase in unemployment could decrease 
gun deaths by one percent. Again, this result 
raises doubts about the specification of the 
model and suggests the possibility of an omit-
ted variable. Furthermore, ln(T10) (having a 
strong body of gun legislation) returned an 
astronomical p value of 0.977, implying that 
it is not merely insignificant but very likely a 
zero coefficient of in reality. 

Discussion & Conclusion

Overall, the models considered in this p per 
contributed some reliable knowledge to the 
area of gun violence. Of the functional forms 
tested, the double-log form provided better 
statistical results. The disparity between the 
two forms suggests that there is not a robust 
relationship between the data here and the re-
lationships tested. Despite the higher quality 
of the double-log form, both functional forms 
showed problems of statistical significance, 
and tests hinted at the possibility of deeper 
statistical problems. The most important 
of these is the unexpected and implausible 
negative coefficient on both U and ln(U). 
The most likely cause for this is an omitted 
variable. With the distinct possibility of an 
omitted variable, there is a strong possibility 
of bias in the other variables. Consequently, 
the results in this paper should not be used 
to draw conclusions about the nature of gun 
violence in America.

Further research into this subject matter 
should focus on providing a better data-
set. The significant variation within states of 
many of the variables suggests that county-
level data may allow for more productive re-
search, as suggested by Lott & Mustard (1997, 
5). More in-depth cross sectional data might 
also be paired with a longer time frame to 
further evaluate gun violence by increasing 
the sample size and allowing to better observe 
changes over time. Finally, there is still much 
to be learned about the relationship between 
gun ownership and gun laws. If the results 
in this paper correctly suggest that having 

lax gun legislation is indeed associated with 
fewer gun deaths, there are still questions as 
to the mechanism for that decrease. It may 
be that Lott and Mustard (1997) are correct 
that the lax laws enable citizens to deter crime 
through self-defense. However, Bice and 
Hemley (2002) could also be correct to sug-
gest that since gun laws increase ownership, 
lax laws may actually have an effect of gun 
violence by decreasing gun ownership.
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Table 3
Results for Regression 1-F (dependent variable: firearm deaths per 100,000)

Table 4
Results for Regression 2-F (dependent variable: natural log of firearm deaths per 100,000)

Table 5 
Results for Regression 2-G (dependent variable: natural log of firearm deaths per 100,000)
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The business world functions 
within the realm of laws. The laws 
that set the limits and the frame-

work of their business operations are pro-
mulgated by the legislature branch. But the 
relationship between the legislature and 
business sector is not unidirectional. The 
business world has a tremendous influ-
ence over the legislature as well, though 
the metrics to quantifying such influence 
is not as apparent. Regarded largely as hid-
eous and conspiratorial, the nature of mon-
etary influence on politics has not always 
been viewed in a positive light. But in real-
ity, money remains as one of the strongest 
mechanisms that influence our politics. 
It is far-fetched to say that the politicians 
should not be influenced by monetary in-
centives. According to the Center for Re-
sponsive Politics, candidates for the House 
of Representatives spent on average of 1.7 
million dollars for the 2014 congressional 
cycle and those for the Senate a staggering 
3.7 million. However, what remains elusive 
is where that much money comes from and 
why it exists.

This question has indeed been the under-
lying motivation for many scholars of the 
literature on campaign finance. In fact, 
scholarly attempts to uncover the relation-
ship between money and political decision-
making date back to the 1970s when the 
Federal Election Campaign Act provided 
for open access to campaign finance data. 
A brief historical overview reveals how a 
bulk of empirical research on the influence 
of money into politics would not have been 
possible without the Federal Election Com-

mission. For one of the consequences of the 
Federal Election Campaign Act of 1971, the 
Federal Election Commission has been es-
tablished and has since officially compiled 
all individual contributions above $200 and 
institutional donations made by Political 
Action Committees (PACs). This paved the 
way for the research community to retrieve 
and use government-approved data to 
substantiate their theoretical foundations 
with empirical substance. In addition to 
the Federal Election Commission, schol-
arly attempts to gather campaign finance 
records that predate the 1970s were made 
by Alexander (1972), Alexander and Fisher 
(1974), and Alexander and Jones (1971). 
With increased efforts to solidify raw data 
on campaign finance records, other sub-
sequent studies drew interdependent rela-
tionships between the business sector and 
the American politics using both theoreti-
cal and empirical models (Kau and Rubin 
(1978), Stigler (1971), Peltzman (1976), 
and Posner (1974)). Such initial empirical 
research and data compilation in the early 
1970s pioneered the field of the modern 
American literature on campaign finance 
that we know today.

Despite its history over five decades, how-
ever, past studies on campaign finance have 
long been largely divided over the efficacy of 
and the motivation behind such monetary 
contributions. In their meta- analyses of 35 
previous empirical studies performed with 
357 models, Roscoe and Jenkins (2005) 
conclude that one-third of studies they test-
ed had statistically significant influence of 
campaign contributions on voting behav-

ior. Also, the motivations underlying cam-
paign donations each model assumes vary. 
Snyder (1990) views campaign donations 
as long-term investment to foster favorable 
relationships. For some other arguments 
on such motivations behind campaign do-
nations, Ansolabehere et al. (2002) argue 
that campaign donations are mere expres-
sions of political interest and personal con-
sumption. While some like Clawson, et al. 
(1996) argue that it is rather used as gifts to 
encourage mutually beneficial agreement, 
others like McChesney (1997) conclude 
that campaign donations are used as an ex-
cuse for coercion.

In order to expound upon the American 
campaign finance system, understanding 
the breakdown of how money gets injected 
into the political system should come first. 
As Burnstein (2003) mentions, there are two 
main ways interest groups have historically 
influenced politics through money: cam-
paign contributions and lobbying. The first 
way for money to be injected into politics is 
colloquially termed hard money where do-
nations are directly made to a political can-
didate. This type of contributions mainly 
come from individuals or political/ action 
committees, while corporations are not al-
lowed to fund them directly. A political ac-
tion committee (PAC) is a separate private 
organization founded by interest groups 
like business, labor unions, and other types 
of organizations. Boeing, for example, has 
its own political action committee (BPAC) 
that is responsible for handling government 
affairs. There are limits officially set forth 
by the Federal Election Commission on the 
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maximum amount individuals and PACs 
can donate with hard money. On the other 
hand, there is soft money that not just come 
from individuals but also directly from in-
stitutions like corporations. Soft money is 
contributed to a political party and while 
there are no limits, the donations cannot be 
directly made to individual congressman’s 
campaigns. Because of how unlimited use 
of soft money engendered the race for fun-
draising in congressional campaigns, the 
Bipartisan Campaign Act of 2002 banned 
contributions made by interest groups and 
national political party committees that are 
not subject to federal limits.

Even within the realm of hard money, the 
practice of defining the limits on campaign 
contributions is still ongoing. On April 
2nd 2014, the Supreme Court’s divisive 5-4 
decision that ruled the Nixon Administra-
tion-era limit on campaign contributions 
unconstitutional sparked major controver-
sies, a decision that still generates frenzy up 
to this day. While the reasoning was that 
the limit violated Freedom of Speech, some 
critics claim that the decision was to attract 
more money into politics. This decision 
made major changes to the Amendment to 
the Federal Election Campaign Act in 1974 
that had previously defined the two types 
of limits on campaign contributions. The 
base limit – the monetary restraint on how 
much a contributor can donate to a candi-
date or a committee – remained at $2,600 
per donor. The aggregate limit, on the other 
hand, was ruled unconstitutional. Irrespec-
tive of the debate, the current limit on cam-
paign contributions remains set to $2,600 
for individual contributions and $5,000 for 
PAC contributions.

This paper is an empirical test of how cor-
porations influence congressional behavior. 
Specifically, I test the causality of hard mon-
ey donations, on to what extent the amount 
of hard money determines congressional 
behavior and vice versa. I focus on a single 
type of a Congressional bill termed the U.S. 
Export-Import Bank Reauthorization Act. 
Created under the FDR Administration in 
1934, the U.S. Export-Import bank is a fed-
eral export credit agency that provides sev-
en mechanisms of financial assistance pro-
grams to American export companies. But 
the bulk of their lending activities is under 
three main lending programs: i) fixed-rate 
direct loans to foreign buyers of U.S. export 
goods, ii) loan guarantees to domestic man-

ufacturers at low fees, and iii) export credit 
insurance (ECI) for smaller firms. Direct 
loans are provided to foreign buyers of U.S. 
exporters at a cheaper interest rate than that 
of the market. ECI’s are for smaller firms 
that help hedge their future financial loss if 
the foreign buyer fails to pay for the goods 
they ordered. The three lending schemes 
provide an interesting viewpoint on the 
nature of the debate surrounding the bank. 
Recent arguments made by the U.S. Export-
Import Bank to counter some of its oppo-
nents are on how it fulfills its mission to 
address the needs of smaller companies in 
exporting their goods through ECI. How-
ever, the focus of the debate should rather 
be on the loan guarantees because in terms 
of magnitude loan guarantees account for a 
bulk of taxpayer’s money. In FY 2013, 74% 
of the direct loans provided to international 
buyers were for purchasing heavy-machin-
ery products, which suggests that the com-
panies that supply such goods need much 
capital to produce them in the first place 
and therefore cannot be small business 
with revenues less than 10 million dollars. 
To sum up, the majority of the type of loan 
authorizations (ECI) that the Bank claims 
is reflective of its commitment to focusing 
on the smaller companies belies the fact of 
how the majority of money goes to some-
where else (loan guarantees, direct loans) 
to fund bigger companies, as will be men-
tioned specifically in subsequent charts.

Charts 1 and 2 provide the breakdown of 
the three main product types for FY2013. 
Here, Export Credit Insurance programs 
account for a majority 81% of the total 
number of the bank’s loan activities, but 
Chart 2 shows that loan guarantees account 
for 55% of the total dollar amount of the 
bank’s authorizations. This suggests that 
while most number of authorizations are 
through ECIs targeted towards small com-
panies, the majority portion of the money 
was spent on loan guarantees. Now, looking 
into Chart 3, we see that the top 10 compa-
nies received 97% of the total dollar amount 
of loan guarantees in 2013. The charts tell a 
revealing story. While 3,097 small business-
es received 20%, the top nine companies in 
Chart 3 received at least 53% of the total 
amount of authorizations in FY2013. These 
three charts combined show that a small 
number of companies in the manufactur-
ing and aerospace industry reaps the bulk 
of taxpayer’s money through loan guaran-
tees, with Boeing leading the pack. In Chart 

4, we can also see that the bulk of the bank’s 
total authorization amount is made to big 
companies that require long term produc-
tion cycle and investment capital such as 
aircraft, agricultural equipment, or steel.

On the other hand, campaign finance 
data suggest that these major beneficiaries 
shown in Chart 3 are also big influencers 
on the political sphere. Chart 5 is the per-
centage of incumbent Republicans and 
Democrats who received campaign contri-
butions from the top four companies listed 
above in Chart 3 and 4: Boeing, General 
Electric, Bechtel, and Caterpillar. For the 
congressional votes on the U.S. Export Im-
port Bank held in the years 1992, 1997, and 
2012, these four major companies contrib-
uted to increasing percentage of incumbent 
congressmen as years passed, reaching the 
peak of 95% of the incumbent congressmen 
from both Republican and Democratic 
Parties in 2012. Given that the amount of 
donations do not vary much among con-
gressmen (low standard deviation) within 
$5,000 limit for PAC contributions, this 
suggests that the companies spend more 
money than ever as campaign donations. 
Also, according to the Center for Respon-
sive Politics, two of the top four beneficia-
ries (Boeing and General Electric) in Chart 
3 are what the Center classifies as “Heavy 
Hitters” – groups that lobby and spend big, 
with large sums donated to candidates, par-
ties and leadership PACs, while Caterpillar 
and Bechtel spent $800,000 and $720,000 of 
campaign contributions for every congres-
sional cycle since 2008.

What remains to ask then is why such big 
companies that have been the beneficiaries 
of the Bank spend ever more money on 
campaign donations. This, I argue, is due 
to the political climate surrounding the 
bank that it should be dismantled. Chart 6 
shows the percentage of Republicans and 
Democrats that voted in favor of the reau-
thorization of the Bank. Though there is no 
clear trend of the two Parties, one impor-
tant point to note is how the percentage for 
Republicans plummeted in 2012 after their 
unanimous support for the bank in 2006. 
This was partly a result of the recent accusa-
tions that began among the Republican in-
cumbents including Jeb Hensarling that the 
Bank is a manifestation of crony capitalism 
that supports only a few big companies. 
Regardless of the implications of the dis-
pute, what remains true is that the greater 
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number of Republicans have started voting 
against the bank and the top beneficiaries 
of the bank are contributing ever more 
heavily to the incumbents. This is where I 
hypothesize that the increasing magnitude 
of campaign donations is due to the top 
beneficiaries’ alarming need to encourage 
congressmen to vote for the bank again.

Uncovering such motivations behind in-
creased spending on campaign donations 
Chart 5 is what I attempt to focus more 
here. In Chart 5, incumbent congressmen 
received campaign contributions in re-
cord proportions as time progressed, but 
the overall voting record in 2012 reveals a 
counterintuitive result, with a steep drop 
for the Republicans after their unanimous 
support in 2006. This suggests that cam-
paign donations the companies made did 
not attract many votes. This has two impli-
cations. The first is whether the campaign 
donations increased because the companies 
expected that more congressmen will vote 
against the bank or that despite the in-
creased campaign donations, the donations 
made by businesses that were against the 
U.S. Export Bank began to eclipse those that 
were in favor. The two implications have 
two diverging interpretations. The first im-
plication suggests the endogenous nature 
of the campaign contributions in that they 
are not fully independently determined and 
that there is a potential for simultaneous 
bias. As I will elaborate further in the next 
section, simultaneous bias comes in when 
the probability of voting and the amount 
of campaign donations are simultaneously 
determined. The second implication sug-
gests that the congressional voting behav-
ior is endogenously determined by exog-
enous campaign contributions provided by 
conflicting businesses. In other words, the 
amount of campaign donations the compa-
nies make is not determined by congressio-
nal voting behavior. I will address both of 
these implications in the section on model 
specification.

Throughout my analysis of the debate sur-
rounding the U.S. Export Import Bank, I 
attempt to address the issue of simultaneity 
bias in my empirical research into the cam-
paign donations model. The section on the 
Literature Review provides past research 
attempts done by scholars in the field to 
address such bias. The following section on 
model specification and methodology will 
address the assumptions I made in making 

my model and the model itself. The last sec-
tion concludes.

II. Literature Review

In this section, I briefly provide some theo-
retical framework that sets up the model I 
wish to specify in the next section. I will first 
discuss the motivation behind an incum-
bent congressman’s interest in receiving 
campaign contributions. Then, I provide 
some of the outside forces that potentially 
influence congressional voting behavior. 
Last, I provide an explanation of how 2SLS 
could be used as I treat campaign donations 
to be endogenous.

In the realm of Political Economy, it has 
been commonly shared among scholars as 
an assumption that congressmen seek re-
election. While some others have argued 
that the goals are rather more multidimen-
sional, from internal power in Washington 
Politics to legislating a good policy (Fenno 
1973, Kingdon 1989), these remain trivial 
compared to the substantial amount of past 
research done on under the reelection as-
sumption (Mayhew 1974, Parker 1992). 
This entails several important theoretical 
conclusions. The first is that we can predict 
Congressional voting patterns only by look-
ing at the factors that could influence the 
members’ reelection results. The second is 
that vote-buying hypothesis is more consis-
tent with the positive relationship between 
campaign contributions and congressional 
voting behavior than ideological sorting 
hypothesis. If the congressmen were influ-
enced by factors that could enhance their 
candidacy in the next Congressional cycle, 
then they will stick with whatever could 
provide them the greatest support for re-
election (known as vote buying hypothesis) 
rather than stick with their own original 
agenda (Ideological sorting). 

Indeed, some scholars have empirically 
shown vote-buying hypothesis to be more 
accurate for junior congressmen (Bronars 
and Lott 1997). Given that reelection rates 
among incumbent congressmen histori-
cally remained in the 80~90 percent range, 
it is hard to disregard reelection out of the 
question of what motivates an incumbent 
congressman’s voting behavior. On the 
other hand, because incumbents receive on 
average 2.4 times more donations than the 
challengers according to the Center of Re-
sponsive Politics, it suggests that on average 

incumbents receive more and get reelected 
more. Therefore I assume maximizing cam-
paign contributions to be one of the prima-
ry goals congressmen have before running 
for reelection.

Now looking into some of the literature on 
campaign finance, a number scholars have 
made various approaches to answering the 
unidirectional causality of the campaign 
donations and their effect on congressio-
nal voting behavior. Florina (1974), King-
don (1973), Matthews and Stimson (1975), 
and Silberman and Durden (1976) each 
provide a unidirectional equation of dona-
tions affecting voting behavior. Ansolabe-
here et al. (2003) presents a collection of 
past studies and concludes that campaign 
contributions are significant for a quarter 
of the studies they analyzed. In his research 
into the financial services industry, Strat-
mann (2002) uses similar legislation on 
the Glass-Steagall Act to isolate the effect 
of money on votes by using member-fixed 
effects. Then using his methodology, he 
concludes that donations by financial ser-
vices firms do affect congressional voting. 
On the other hand, other papers revealed 
the other direction of campaign finance 
dynamics. For example, approaches have 
been made on how the personal character-
istics of legislators – senior vs junior, party 
affiliation, committee membership – affect 
the amount of campaign contributions they 
bring in (Gokcekus and Barth (2006), Gok-
cekus, Knowles, and Tower (2004)). But 
these studies, along with most of the rest, 
have not yet developed a bi-directional em-
pirical model of what determines or chang-
es politicians’ voting behavior. Specifically, 
causality seems to work in both directions 
and campaign donations do influence vot-
ing behavior as much as how votes could 
determine how much contributions the 
congressmen will receive in the next con-
gressional term.

This then brings us to the next step of the 
problems inherent in campaign finance 
literature. Up to date, the challenge in 
the campaign contribution literature has 
been to identify this dynamic interplay of 
economic agents and address the chronic 
methodological issue of simultaneous-
equation and endogeneity biases. Simulta-
neous-equation bias occurs when an ordi-
nary least squares method becomes a part of 
another system of simultaneous regression 
equations. It is when the independent vari-
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ables in two simultaneous linear equations 
are correlated with the error terms. The er-
ror terms become correlated with the inde-
pendent variables because the independent 
variables are now dependent on the error 
terms. Econometricians attempted to solve 
this problem of simultaneous causality bias 
(independent variable causing dependent 
variable and vice versa) using two-stage 
least squares equations with instrumen-
tal variables regression. This method is to 
choose some set of instrumental variables 
that is correlated with the original indepen-
dent variable while uncorrelated with the 
original error term. Especially for campaign 
finance literature, this method has largely 
been used because campaign contributions 
and voting behavior cause each other that 
generate simultaneous equations bias (Ja-
cobson 1978, 1980, 1985, 1990; Green and 
Krasno, 1988; Gerber 1998). Endogene-
ity bias occurs when there is a correlation 
between the parameter and the error term 
of the equation. Omitted variable bias is an 
example of an endogeneity bias in that it is 
due to uncontrolled confounding variable.
Existing theories and research have been 
conducted on how these three economic 
agents interact using simultaneous equa-
tions models. In the 1980s before Chap-
pell (1983) first introduces simultaneous 
equations models to campaign finance 
literature, Kau, Keenan, and Rubin (1982) 
employ simultaneous equations to draw 
the relationships between these agents in a 
given time frame. Here, they use three si-
multaneous equations in which a vote on a 
bill is determined by a vector of campaign 
contributions by different interest groups, 
while the vector of campaign contributions 
is determined by the congressman’s voting 
behavior. They use two stage simultaneous 
estimation procedures with instrumental 
variables to solve these equations, but do 
not report what they used as exogenous/
instrumental variables for their first- stage 
equation.

As many scholars in the literature agree, 
there has not yet been a systematic way 
to capture the endogenous nature of cam-
paign contributions. Despite such empiri-
cal constraints however, Gordon (2005) 
suggests there are three techniques that 
could be used. One is a two-stage least 
squares analysis (2SLS), while others are 
Simultaneous Probit-Tobit (SPT) proce-
dure and two-stage limited dependent vari-
able (2SLDV) analysis. Among them, two-

stage least squares method has been largely 
used among scholars. It takes advantage of 
instrumental variables that are used as a 
fixed regressor in the second stage. Then 
any correlation between the instrumental 
variables and the dependent variable in the 
second equation is purely due to the effect 
of the independent variables in the second 
equation (Chappell 1981; Pindyck and Ru-
binfeld 1981). Hence, I will employ 2SLS 
methods to get the coefficients I need if si-
multaneity comes in.

In order to employ 2SLS methods, choosing 
the right instrumental variables is essential 
in generating the right model. However, 
despite many efforts to include the right in-
strumental variables (Hausman, J.A. 1983, 
Kelejian 1973) for 2SLS models, no consis-
tent methodology of finding the right in-
strumental variables were developed in the 
general construct of campaign finance lit-
erature. This issue is what I wish to address 
specifically in the case of the U.S. Export-
Import Bank by choosing instrumental 
variables that are correlated with campaign 
contributions but not with the congress-
man’s voting behavior.

Throughout this paper, I hope to add to 
the existing literature on campaign finance 
the idea that campaign contributions are 
used as a rather more strategic means for 
the business community to win over con-
gressional votes. In addition, I welcome 
any future endeavors to systemize the way 
to find instrumental variables that capture 
campaign donations.

III. Methodology

Before I dive in to the specific system of 
equations, there are some assumptions I 
wish to clarify. I assume congressional be-
havior to be simultaneously determined 
by the amount of campaign contributions 
given between the last vote and the current 
vote. I am therefore assuming that the only 
the most recent contributions affect voting 
behavior and the donations that precede 
the previous election cycles irrelevant. Just 
because the previous donations did help the 
congressman win a previous election does 
not mean they should help finance the con-
gressmen’s election at time t. In addition, 
the business community provides cam-
paign contributions and the amount indi-
cates the certainty to which the business 
believes the congressman will side with the 

donor. Hence, if a company donates the 
maximum limit to a congressional member 
for every congressional term, this in turn 
means that the company fully entrusts the 
congressman to side with the company’s 
priorities. The next assumption to add is 
that the congressman has always been in-
terested in getting reelected and tried to get 
as much donations as possible to support 
his campaign.

I assume a congressman’s voting behavior 
on four main inputs. 1. Amount of Cam-
paign contributions made from her last 
vote on the bank to now, 2. Her vote on the 
most recent previous bill, 3. Party Alliance, 
and 4. Federal funds rate. As many empiri-
cal papers on other Congressional bills cor-
roborate, the factors that determine a con-
gressman’s political stance such as the state 
she represents, the year she first got elected, 
or her initial voting behavior on the bill 
remain the same throughout the course of 
her consecutive votes on the Reauthoriza-
tion bill, so I capture her constant factors 
into her previous_vote variable. Second, I 
expect the amount of campaign contribu-
tions made by the selected four companies 
to have a positive effect on the congress-
man’s voting behavior, since these compa-
nies have been the biggest beneficiaries of 
the bank. I normalize it to the total amount 
of campaign contributions the congress-
man receives in between the last vote and 
the current vote because there is a possibil-
ity for the opponents of the Ex-Im Bank to 
contribute more to the congressmen. Third, 
I expect party alliance at time t to affect 
congressmen’s vote at time t because what 
the party dictates at the time of the vote 
could influence the congressman’s stance 
on the bill. Lastly, I expect the congress-
man to vote yes on the bank’s existence in 
times of macroeconomic boom, because 
the market interest rates are high in bullish 
markets and there are smaller companies 
who cannot afford loans from the market 
with such high interest rates. So I add the 
variable on the fed funds rate to control for 
the situation where congressional behavior 
is affected by smaller companies other than 
the four companies I chose above because 
the smaller companies are more affected by 
the smaller companies who are more sus-
ceptible to high interest rates. Then I get the 
following equation:
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Here, the amount is defined as the nor-
malized amount of campaign contributions 
congressman i receives in time t by the top 
beneficiaries of the bank (Boeing, Bechtel, 
General Electric, Caterpillar) divided by 
the total amount of campaign contributions 
that congressman i received at the congres-
sional term t. I normalize the amount of 
campaign contributions the four compa-
nies made to total amount of campaign 
contributions because even if the amount 
were high, their donations would not be a 
huge factor to the overall amount of dona-
tions if there were significant amount of 
donations made by the opposing compa-
nies of the bank. Note that time t does not 
refer to a specific congressional term, but 
the timeframe between the last vote and 
the current vote. Since the reauthorization 
vote was held in five years on average, there 
are on average three congressional terms in 
between each votes, which means that the 
donors can donate at most six times with 
a limit of $5,000 because there are primary 
& general elections for each congressional 
term.

Now that I have taken care of the equation 
for the congressman’s voting behavior, it 
is time to look at the amount of campaign 
contributions made by the four. I assume 
the contributions to not just be a mecha-
nism to influence congressmen to vote 
yes on the coming bill but also to retaliate 
against those who stopped voting yes and 
vote no. Consistent with the Vote Buying 
Hypothesis, I treat the amount of campaign 
contributions to be endogenously deter-
mined by current voting behavior. This is 
where the endogeneity bias comes in. As a 
general rule, if a variable is endogenous, it 
will be correlated with the disturbance term 
so the OLS estimates are now biased. Look-
ing at equation (1) means cov( ) > 
0, which violates the assumption of OLS 
regression. The theoretical assumptions 
that the OLS regression make are that the 
coefficients should be unbiased and the sto-
chastic error not correlated with any of the 
independent terms. The violation comes 
from the following equation.

Here, refers to the contribution made 
to congressman i at time t by company j, 
so we need to sum all the contributions 
made by the companies to see how much 
the companies that support the Ex- Im 
Bank donate. If we plug in equation (2) to 
(1), then we get how the amount of cam-
paign contributions is proportional to the 
error term ut

i and this is how we get cov(
) > 02. This poses a problem and 

our standard OLS multivariate regression 
will involve a bias. Therefore its coefficients 
are going to be wrong because they are pro-
viding biased estimates. This is why I de-
cide to use the two-stage least squares
method with instrumental variable ap-
proach in lieu of the voteti variable in equa-
tion (2). I expect the amount of previous 
campaign contributions ( ) the com-
pany donates to congressman i to be uncor-
related with the congressional behavior on 
the bank reauthorization vote but is corre-
lated with the 2 Proof provided in Appendix 
I. amount of campaign contributions do-
nated in at time t, so that will be used as the 
instrumental variable of my interest. Note 
that this comes from my assumption that 
the congressmen’s voting behavior is deter-
mined only by the most recent campaign 
donations, not the ones that go before the 
previous election cycle. This is because the 
amount of campaign contributions in the 
past reauthorization votes do not help the 
congressman from getting reelected in the 
next congressional term, but will be good 
predictors of the company’s next amount 
of campaign contributions because the past 
record of donations indicate the company’s 
close association with the congressman i’s 
interest. Note using the previous voting 
record as the instrumental variable is not 
possible because even though it might have 
a positive effect on the amount of campaign 
contributions, it is also correlated with the 
current voting behavior of the congress-
man. Note also that any congressman’s 
characteristics that could determine the 
amount of campaign contributions affects 
the congressman’s voting behavior. What I 
then get is the following equation of pre-
dicted coefficients:

IV. Data

The data on individual campaign dona-
tions are provided generously by the Cen-
ter for Responsive Politics, which include 
the amount of donations given to each 
congressman by the four companies start-
ing from 1989. This in turn means that the 
amount of campaign donations only date 
back to 1989, so drawing the causality rela-
tionship between the campaign donations 
and the congressional behavior is not pos-
sible before 1989. This means the reautho-
rization votes held before 1989 have to be 
safely neglected from empirical analysis. 
Also, for the Roll Call data, a non-govern-
mental information agency called govtrack.
us provides up-to-date roll call vote records 
on every congressional bill. Even though I 
do not have individual voice vote records, 
I consider all the incumbents to have voted 
for the bank’s reauthorization if there was 
a voice vote. If it were the general consen-
sus that the bill was about to pass, the con-
gressional records do not collect individual 
voting records and place the bill on a voice-
vote basis, so I treat them as unanimous. In 
addition, I do not use the most recent vote 
held in 2014 because unlike previous reau-
thorization bills, the 2014 bill was a part of 
a greater Resolution Bill involving a larger 
range of clauses. Therefore, the votes are 
not solely the positions that the congress-
men had with respect to the Bank, so are 
safely neglected.

For the federal funds rate, I retrieved rel-
evant data from the Federal Reserve Bank 
of New York and calculated the change 
in the benchmark rate between the vot-
ing periods. In other words, I calculated 
the interest rate differentials between the 
current voting month and the latest vot-
ing month and tracked how the macro-
economy behaved as time progressed. We 
know if the federal funds rate is high, that 
means the overall economy is bullish and 
bearish if otherwise. I attempt to add this 
variable to see if the amount of campaign 
donations is affected by macroeconomic 
vicissitudes, since the heavy manufactur-
ing products sold by the four companies 
involve high investment and capital and 
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therefore require bullish economy. Table 1 
presents mean summary statistics of cam-
paign contributions received on average by 
congressmen from each party. Prevcamp-
con stands for previous campaign contri-
butions received during the previous vot-
ing period. Prevcamptotal in turn stands 
for the total amount of campaign donations 
received in the previous voting timeframe. 
This in turn means that except for Indepen-
dents, the congressmen from both parties 
received more campaign contributions on 
average than previous elections every bill 
cycle since 1992, while the overall amount 
of campaign donations received increased 
by a slight margin for Republicans and by 
a large amount for the Democrats. This 
suggests that in addition to the four com-
panies I chose, Democrats received overall 
amount of campaign donations at a much 
higher than the Republicans as time pro-
gressed.

In addition, Table 2 summarizes the
voting behavior of congressmen compared 
to the previous voting behavior. Current 
vote refers to a congressman’s voting be-
havior at time t and prevvote the same 
congressman’s voting behavior at time t-1. 
Here the table suggests that the increasing 
portion of Democrats voted in favor of the 
Bank’s reauthorization. In other words, 14 
percent of Democrats that voted no to the 
bank’s reauthorization was reduced to less 
than 6 percent. Tables 1 and 2 then sug-
gest that during the voting process, there 
seemed to be a compatible increase in the 
overall campaign donations received and 
the increase overall voting behavior of the 
Democrats.

V. Results

To isolate the effect of campaign dona-
tions on congressional behavior on the U.S. 
Export Import Bank, I attempted to find 
variables that could act as instrumental 
variables that could satisfy the conditions 
for 2SLS regression. For the instrumental 
variables, I used congressmen’s fixed char-
acteristics such as a dummy variable First 
whether the vote was made during his first 
time in the office. Also, I used Rank as an 
instrumental variable that is internally cal-
culated by the PACs for each company. I 
assumed that there must be some metrics 
the companies internally use to fund cer-
tain congressmen. However, First was ne-
glected as an instrumental variable because 

it was a part of congressman’s fixed charac-
teristics so could be positively correlated 
with the previous voting behavior. Rank 
was neglected because the PACs of the four 
companies involved were not forthcoming 
with the data. Therefore, since all the spatial 
variables are inevitably correlated with the 
overall congressional fixed effects, I con-
sidered temporal variables the right candi-
dates for instrumental variables. After us-
ing the amount of campaign contributions 
in the previous voting term, we get Table 2.

The observations in the two models dif-
fer in the numbers because of how some 
observations have missing previous cam-
paign contributions or the total amount of 
campaign contributions. The number of 
observations does make sense because due 
to the nature of the reauthorization bill 
that is held in every five years on average, a 
congressman needs to get reelected to vote 
again for the bill. So each valid observation 
in Table 2 should have a congressman’s 
current voting record, his previous voting 
record (prevvote), campaign donations 
made by the four companies in that con-
gressional cycle, and those for the cycles 
before the previous vote (precampcon). If 
there were several congressional periods 
when a company donated to a congress-
man multiple times before the next bill on 
the bank, then I add the amount to a single 
number. That will give me the amount of 

and so I can then use them 
to get the coefficients.
coefficients.
After the data cleaning process, I then ran 
a logit regression according to the model 
I presented above in equation (1). Table 
2 shows the result of the regression of 
the probability of congressional voting 
on the bill with the amount of campaign 
contributions with prevvote that controls 
congressman’s fixed characteristics and 
fedfundsrate controlling for the macroeco-
nomic variation. Running t-statistics on 
the coefficients reveals that the coefficient 
for currentnorm does positively affect the 
probability of voting at the 5% significance 
level. We also see a positive influence of 
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federal funds rate on congressional vot-
ing behavior. This is expected because as 
the economy is bullish, more congressmen 
would be incentivized to support the Bank 
so that it could provide lower-than-market 
interest rates to smaller companies as well 
as large companies. Also, being a Republi-
can decreases the probability of voting yes 
by 0.143 for 2SLS methods while the num-
ber becomes 0.22 for the logit model. On 
the other hand, after adding previous cam-
paign donations to the first-stage regression 
equation, I get a coefficient that is negative-
ly correlated with the current voting behav-
ior, but insignificant at the 5% level, which 
suggests that the amount of campaign do-
nations the four companies gave do not af-
fect significantly to the overall voting be-
havior. This is understandable given such 
a small portion of the overall donations the 
four companies’ donations accounted for. 
The number will be more significantly de-
termined as more donors that support the 
bank are identified and added to the pile of 
donations from parties that side with the 
bank. What is important to consider, on the 
other hand, is how private has a smaller 
magnitude if I treat campaign donations to 
be endogenous. This in turn suggests that 
the congressmen’s voting behavior vacil-
lates more by the changes in campaign 
donations that they received after their pre-
vious vote than when only previous voting 
behavior affected the next voting behavior. 
But the coefficients remain insignificant at 
the 5% level, so it is hard to compare the 
results based on their significance.

The results imply two conclusions. First is 
that macroeconomic considerations prevail 
over other factors in terms of determining 
whether the Export-Import Bank should 
exist for the economy. They indicate that 
whenever there is a better economy we 
seem to care for preserving the Bank so 
that it could address smaller companies 
that are in need of low interest-rate loans. 
For how much the campaign contributions 
are determined and their effect on current 
congressional behavior, I seem to get a 
strongly insignificant relation. To sum-
marize, within the scope of my regression 
analyses congressmen are doing what they 
think is right for the economy at the time of 
voting, despite increases in the magnitude 
of campaign donations they received from 
both the four companies I added as pri-
mary beneficiaries of the U.S. Export-Im-
port Bank and the overall donations from 

corporate PACs. Second but not least, the 
signs of the t-statistics and the coefficients 
do not match, which suggest that the results 
are not conclusive and the data is prone to 
error.

VI. Conclusion

The U.S. Export-Import Bank Reauthori-
zation Bill is one of hundreds of bills ev-
ery congressperson votes for during his or 
her entire term. Hence, the total amount of 
contributions one receives is not limited 
to the companies that are affected by the 
reauthorization bill. For future attempts to 
quantify the relationship between money 
and politics, a more comprehensive knowl-
edge of the beneficiaries of the Bank and 
the opponents of the Bank that are harmed 
by such lending activities should be care-
fully studied. In addition, a more compre-
hensive study into the actual beneficiaries 
and the manufacturing competitors should 
be made. This requires breaking down in-
dustries to sub-industry levels to identify 
who are the most affected by the finance 
benefits, and this job requires decades of 
industry analysis to capture the full effects 
of bank’s subsidies.

In addition, since my research focuses only 
on the hard money, future attempts should 
tie in both soft money and hard money into 
campaign finance. While soft money is 
hard to track due to its clandestine and sen-
sitive nature, it is pivotal to congressmen’s 
campaign finance and therefore should 
open more doors to the academic world.



Duke Economics Review Spring 201633

The nature of the complicated 
NBA schedule necessitates imbal-
anced schedules, particularly in 

regard to days of rest between games. Re-
search in the past shows teams with the rest 
advantage over their opponent win more 
often. Currently, both the NBA League 
Office and individual teams are investing 
heavily in fatigue analysis and prevention. 
The League has installed SportVU optical 
cameras to track player’s speeds while teams 
are using GPS tracking, sleep analysis, and 
even full body scanners to track the impacts 
of a demanding schedule. Schedule changes 
to limit back-to-backs and build in a lon-
ger mid-season break attempt to mitigate 
fatigue, creating the potential a competitive 
advantage for the better rested team. Using 
Five Thirty Eight historical schedule data, 
2014-15 box scores, and 2014-15 SportVU 
data, this paper asks if and how fatigue af-
fects both game outcome and in game met-
rics. I accomplish this using a logit model 
to predict outcome, means testing to look 
for differences between 0 rest games and 1+ 
rest games, and a logit shot making model, 
all of which incorporate days of rest. This 
paper finds that both team rest and oppo-
nent rest are significant factors in deter-
mining game outcome. Searching for in-
game effects, this paper learns that scoring, 
particularly in the paint and on fast breaks, 
significantly diminish on games of 0 days 
of rest. Overall, team field goal percentage 

decreases. Using a shot making predic-
tive models, this paper finds that the shots 
themselves are not affected significantly by 
fatigue but rather poorer shot selection and 
fewer assists are associated with 0 days of 
rest. The findings suggest teams can now 
focus on and game plan around the specific 
aspects of the game that are most affected in 
hopes of mitigating the effects. 

Introduction

The constraints of a National Basketball As-
sociation (NBA) season creates unfavorable 
traveling conditions. Fitting 82 games into 
a season requires teams to play two games 
in two days, often which requires overnight 
travel if the team is to play the second of the 
back-to-back games on the road. Looking 
only at games from the 2013-14 season, a 
startling 96.2% of back-to-backs required 
overnight traveling (Haberstroh, 2014). 
One solution may be to shorten the season, 
yet this coincides with limiting revenue, so 
it is an unlikely proposal. Similarly, stretch-
ing the 82 games over a longer time period 
would put the NBA at further competition 
with other majors sports like the National 
Football League and Major League Baseball 
as well as shorten the much needed offsea-
son where players both rest and play for 
their national teams in worldwide competi-
tions. Hence, fatigue will remain a factor in 
the NBA for years to come.  

In the early days of the association, trans-
port from city to city proved difficult. Teams 
traveled from city to city on mostly trains in 
order to limit travel expenses. In the very 
first seasons, the NBA even experimented 
with a type of revenue sharing system that 
supported teams who were burdened with 
an above average travel cost. David Surdam 
(2012), who wrote The Rise of the National 
Basketball Association, recounted one sto-
ry of these expeditions from the 1950s for 
the New York Knicks, who had just traveled 
by train to a quiet stop in Indiana:

“The only thing there was an uncovered 
wooden platform. Traveling with the 
Knicks, I knew that our instructions were to 
walk on a two-lane blacktop road toward a 
blinking yellow light a half-mile away. That 
turned out to be the only light at a cross-
roads where there were ten or twelve build-
ings, nothing taller than two stories. Then 
we were to look for the plate glass window 
with the sign of the Green Parrot Café. Carl 
Braun was our designated shooter of the 
pebbles up to the second-floor window, a 
frowsy-haired woman would look out and 
say, ‘Oh the Knicks.’ She’d get on the phone, 
and in a little while four or five cars would 
gather and drive us the forty miles into Fort 
Wayne. We’d go right to bed get up for the 
game that day or night. That was the only 
way to get to Fort Wayne from Rochester.” 

Adam Yudelman, Wake Forest University
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The NBA has come a long way since the 
days of trains, busses and rock throwing; 
yet an ever busy schedule combined with 
exogenous variables account for significant 
player fatigue.  

In this paper, I examine the effects of fatigue, 
defined by the days of rest between games, 
on both the outcome of the game and game 
play itself. I first look at the historical NBA 
schedule, going back to the 1940s, to exam-
ine the role fatigue has played in the out-
come of games over the decades. Then, us-
ing data from the 2014-15 season, I analyze 
both box score statistics and publicly avail-
able SportVU data in an attempt to iden-
tify which aspects of game play are most 
affected by fatigue. Next, I look at history of 
NBA game outcomes to search whether fa-
tigue is becoming more or less of an advan-
tage. Finally, using SportVU shot log data 
and Krishna Narsu’s shot difficulty metric, 
I search for which type of player and what 
type of shot is most affected by fatigue. My 
hope is that through this analysis, teams are 
able to plan around the aspects of the game 
most affected by exhaustion. 

The Professional Sports Market and the 
National Basketball Association

For the National Basketball Association, 
gameplay and the competitive balance (or 
lack thereof) is of the utmost importance 
for both individual teams and the League 
Offices. Teams strive to improve their roster 
and coaching to gain a competitive advan-
tage while the League as a whole must com-
pete successfully against other professional 
leagues to maintain profitability. There are 
natural barriers to this competitive bal-
ance, such as unbalanced markets leading 
to more revenue for one team than another. 

To combat this, the NBA uses methods 
such as amateur drafts, salary caps, and 
luxury taxes to an attempt to level the play-
ing field. Competitive balance is necessary 
to create uncertainty in the outcome of the 
game, or there would be little incentive to 
watch and support an inferior team. (Mc-
Fall, 2014). Despite the tactics of the NBA, 
there are still artificial competitive imbal-
ances that come from an 82 game schedule. 
Unbalanced schedules, similar to talent 
imbalances between Conferences, punish 
certain teams. Along with this, unlike in 
the National Football League, teams do not 
have uniform time to prepare for games . 

The NBA schedules is equally split between 
home and away to try to mitigate home 
court advantage, yet just over 50% of the 
games in the most recent 2014-2015 sea-
son do not offer equal rest, and the result-
ing win percentages illustrate the advantage 
(See Table 1 and Table 2 in appendix). Fit-
ting a full season’s worth of games into a six 
month schedule creates travel strains on 
players, creating an advantage for the better 
rested team. In the past ten years, franchis-
es have recognized that combatting fatigue 
can provide an edge and investing in staff, 
research and improved travel to mitigate 
the effects. 

 Law of Increasing Opportunity Cost

Fatigue in the NBA can best be associated 
with the economic principal of the Law of 
Increasing Opportunity Cost. Opportunity 
cost is defined as, “the best alternative that 
we give up, or forgo, when we make a choice 
or decision” (Case et al, 2009). The demand 
for the NBA is as high as ever, as evidenced 
by unparalleled increases in Basketball Re-
lated Income, the tradeoff between main-
taining a full schedule and keeping a rested 
product on the floor must be examined 
(Draper, 2015). The League must balance 
the health of players, who are adversely af-
fected by fatigue by increasing the chances 
of injury or performing below peak levels, 
both of which limit the earning capacity 
of a player over a career. So far, the NBA 
League Office, which builds the schedule, 
has decided to sacrifice player fatigue in ex-
change for fewer games. While the League 
has responded to criticism and reduced 
certain types of games, such as four games 
in five days and long haul back-to-backs, 
the schedule remains treacherous for those 
expected to play significant minutes in at 
least 82 games (Partnow, 2015).

General Research on the 
Effects of Fatigue

Fatigue affects workers in all workplaces. 
A study conducted by Shahrokh-Shahraki 
and Nooh –Bin Abu Baker on the effects of 
fatigue on workplace productivity identi-
fied two types of fatigue: physical and ner-
vous. The researchers found that efficiency 
is linked to fatigue, mild rhythm of the 
work volume and sufficient sleep. Focus-
ing on sleep deprivation, the study found 
that this fatigue increases the probability 
of accidents in taxi drivers as well mental 

distress, physical disorders, and cardiovas-
cular diseases (Shahraki and Baker, 2011). 
Extrapolating this to the NBA, sleep depri-
vation and an inconsistent substitution pat-
tern decrease the efficiency of players. 

Investments in Fatigue 
	 Mitigation in the NBA	

Given the evidence of the effects of fatigue 
on the general workplace, it is no surprise 
that NBA teams are racing to understand 
fatigue own workplace. On a league wide 
level, the introduction of SportVU optical 
tracking technology in every arena begin-
ning the 2013-14 NBA season measures the 
movement of every player on the court 25 
times every second. On a team level, orga-
nizations are taking advantage of wearable 
technology offered by companies such as 
Catapult, an Australian firm that works 
with roughly 20 NBA teams (up from eight 
at the beginning of 2013) and countless 
others in the NFL, English Premier League, 
and NCAA, among other league around the 
world. These devices can track force exer-
tion on player movements, further add-
ing more data that can track for anomalies 
(Lowe, 2010). 

Off the court, the Dallas Mavericks began 
to analyze the sleep patterns of players dur-
ing the 2013-14 season (Caplan, 2013). In 
attempts to keep up, the Los Angeles Lakers 
recently bought a full body scanner from 
the German company Human Solutions, 
which historically has worked with the fash-
ion industry (Holmes, 2015). Perhaps most 
significantly, the most recent NBA cham-
pion, the Golden State Warriors, are at the 
forefront of rest analysis. use data analysis 
to create a readiness metric for players for 
each game based on a variety of fatigue re-
lated resources ranging from SportVU met-
rics, heart variability data, and even player 
surveys (Haberstroh, 2015). The League 
and teams are hoping this investment helps 
mitigate injuries related to fatigue.

Literature Review

Prior to delving into my own data, meth-
odology, and results, it is necessary to take 
an extensive look at previous academic re-
search. Looking first at the NBA schedule, 
research by Bean and Birge (2010) shows 
that NBA schedule is in no way optimized, 
mostly due to the other schedule require-
ments of an NBA arena and TV slots. Thus, 
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a fully rest-optimized schedule is not prac-
tical given the constraints. Looking par-
ticularly at back-to-back game scheduling, 
research by Kelly (2010) into the back-to-
back games finds there is no bias for which 
teams receive back-to-backs, so there are 
no geographical factors in play. Looking at 
fatigue analysis, research by Nutting (2010) 
shows fewer days of rest and traveling west 
across time zones are significant advantages 
while total mileage is insignificant. A simi-
lar study by Ashman et al. (2010) finds that 
betting markets are inefficient in capturing 
these rest and time-zone advantages. Fur-
ther research at University of Pennsylvania 
by Entine and Small (2007) suggests that 
10% of the point differential of games can 
be attributed to rest. All of the previous 
research focuses on regular season games, 
yet Silver (2015) finds that teams who play 
longer playoff series are more likely to lose 
in the following round. This suggests cu-
mulative effects, for the NBA does not have 
any back-to-back games in playoff sched-
uling. Having thoroughly examined the 
effect of fatigue on outcome, some addi-
tional research looks at the in-game effects 
of fatigue. A paper by Mah et al. (2011) 
finds sleep extension significantly improves 
shooting, and research by Yudelman (2015) 
finds that players take more difficult shots 
during the second game of a back-to-back.

Data and Methodology

To examine the effects of fatigue, I use 
historical schedule results and Elo rating 
from Five Thirty Eight, individual game 
data, including traditional and SportVU 
box score statistics, from the 2014-15 sea-
son, and finally the individual shot logs for 
every shot taken in the 2014-2015 season. 
These data are used to determine whether 
rest is a significant factor in determining 
game outcome, which statistics are most 
affected by rest, and whether shot making 
is independent of rest. With the exception 
of the schedule and Elo rating data, all data 
is pulled from an online database provided 
by Darryl Blackport, who collected the data 
from NBA.com/Stats.

I. Schedule And Elo Rating

The historical schedule results is a collec-
tion of American professional basketball 
games, beginning in 1947 all the way up to 
end of the 2014-15 season. From this sam-
ple of 63,157 individual games, I am able to 

calculate the days of rest between games for 
each team. The dataset itself includes the 
location and date of the game, the Elo rat-
ing for each team entering and leaving the 
game, and the final score. Focusing first on 
the days of rest, the data show how the travel 
requirements in the NBA have changed for 
the decade. Looking at Table 3, we see that 
the 1950s, 1960s, and 1970s had far more 
back-to-back games than recent decades 
while recent decades have seen the percent-
age of back-to-backs stabilize around 23%. 
Breaking down the schedule data even fur-
ther into just away games in Table 4, we can 
see that visitors are forced to play the ma-
jority of the 0 rest games in every decade. 
Amazingly, teams in the 1950s and 1960s 
played almost half of their road games on 
0 rest.  Looking to later decades, we can see 
that the advent of more efficient travel in 
the 1970s and 1980s led to less demanding 
travel requirements, so teams would not be 
forced to play several back-to-back games 
on one trip because of how much time trav-
el required. However, since the 1990s, there 
again has been little change. 

Given the imbalance of schedules, this pa-
per intends to search to see whether rest 
has been a significant factor in the outcome 
of games. The model requires a measure of 
team quality, so we will use the Elo Rating, 
a Five Thirty Eight zero sum metric. Elo 
Rating intends to measure the quality of 
the team at any given time relative to the 
rest of the league. It is calculated by using 
the only the final score of the game, the lo-
cation of the game, and the Elo Rating of 
each team coming into the game. Upsets 
and large score margins lead to a higher Elo 
increase (Silver and Fischer-Baum, 2015). 
One disadvantage of depending on the re-
sult of the game is that team strength can 
change suddenly in an offseason or through 
an in-season trade or injury, and this is not 
captured by Elo. 

To add a further level to the research, the 
models search for how the effect of rest has 
changed over time. Each logit model is run 
for every decade of data available, which 
ranges from the 1940s to the 2010s.  The 
results will show when and if rest became 
a significant factor in determining the out-
come of games.

In both models, Outcome is categorized 
into wins, assigned as 1, and losses, as-
signed as 0. X contains controls for team 
quality (the Elo ratings) and the location 
of the game. For Model (1)  αn represents 
the effect of n days of team rest on the win 
probability while γi represents the effect 
of n days of opponent rest. Days of rest 
greater than or equal to 3 days are grouped 
together. The base case for these indica-
tor variables is when a team has no rest 
between games. Model (2) simply takes 
(team rest – opponent rest) as the variable 
of interest for each game. The subscripts i 
and s indicate the team and date of game. 

Looking at the models, the first important 
question to be asked is if fatigue is a signif-
icant factor in determining the outcome of 
the game. Previous studies have concluded 
so, yet these data give the most thorough 
and extensive history of the NBA. More-
over, the extensive data can be partitioned 
to search for effects over different time 
periods. To investigate the significance, I 
use the two models to estimate the effect of 
fatigue on the outcome of games. The null 
hypothesis is that any level of team rest 
and opponent rest have coefficients equal 
to zero. I anticipate that the null hypoth-
esis will be rejected, for previous literature 
supports the idea that rest is a significant 
factor.

Assuming that fatigue is in fact significant 
for determining the outcome of the game, 
the next logical question to be asked is 
how does the effect manifest itself in the 
actual gameplay. To look at this, this paper 
used data from game-by-game box score 
statistics for the 2014-15 regular season 
is used to search for which statistics are 
significantly affected by fatigue. 

Given that the NBA regular season has 
1,230 games, the study looks at 2,460 
team-level box scores matched to the cor-
responding days of rest for the respective 
team. This data includes traditional box 
scores, advanced box scores, miscellaneous 
box score statistics, the four factors, player 
tracking, and possession type. The intent 
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is to find which statistics are most signifi-
cantly affected by fatigue. Using the null 
hypothesis that the difference in means 
between 0 days of rest games and 1+ days 
of rest, I will be able to see which, if any, 
box score statistics are affected by fatigue.

Following this means testing, the paper 
looks at how shot making is affected by 
days of rest. I want to be able to look at this 
beyond the scope of just field goal percent-
ages, so this paper builds a shot making 
model that incorporates fatigue to search 
for significance. Since 2013, the NBA has 
published SportVU shot logs with detailed 
data of almost every shot taken. To search 
for which factors help determine whether a 
shot will be made, this paper uses 2014-15 
shot log data of 202,946 shots. To build my 
model, I will adopt a version of Krishna 
Nasru’s KOBE shot difficulty metric. Nasru 
used the SportVU data and concatenated 
it with player heights to control for height 
difference. The model’s goal is to identify 
the expected number of points for a shot 
based on the scenario under which the 
shot is taken . 

The model uses Nasru’s model as a base, 
but adds indicator variables for days 
of rest. Similarly to the game outcome 
regressions, this model is a logit regression 
where the null hypothesis is that all levels 
of days of rest have a non-significant ef-
fect on shot outcome. I anticipate rest will 
be significant, for the players with more 
fatigue should have more tired legs. The 
model is as follows: 

In this model, the dependent variable is 
whether a shot is made or missed. Similar 
to models (1) and (2), αi acts as the coef-
ficient for the days of rest for the shooter. 
Subscript j represents the number shot for 
player on team i at date s. 

To model shot making to search for the ef-
fect of the exogenous days of rest, the mod-
el controls for the following endogenous 
variables gathered from the SportVU data-
set. Shot distance is the distance the shooter 
is away from the basket at the time of the 
shot. Closest defender distance  is the dis-
tance between the shooter and the closest 
opposing player. Dribbles are divided into 
three groups: no dribbles, one dribble, and 

2+ dribbles. Location is divided into home 
and away. Shots are divided into open or 
contested, defined by whether a defender is 
within 3.5ft of the shooter. The shot clock 
is divided into six groups: 24-22 seconds, 
very early (21.9 to 18 seconds), early (17.9 
to 15 seconds), average ( 14.9 to 7 seconds), 
late (6.9 to 4 seconds), very late (3.9 to 0 
seconds), and none (no shot clock). Touch 
time is a continuous variable. Rest again is 
divided into 0 days, 1 day, 2 days, and 3+ 
days. Finally, the model also includes an in-
teraction term between the shot clock and 
touch time.

It is also important to note that not every 
player is equal nor is every shot privy to the 
same factors, so the data are divided into 
nine separate groups based on two levels: 
The height of the player to estimate posi-
tion and the distance of the shot. The three 
player groups were defined as guards who 
are less than or equal to 6 foot 3 inches, 
wings who are greater than 6 foot 3 inches 
and smaller than or equal to 6 foot 9 inch-
es, and big men who are taller than 6 foot 
9 inches. Shots are then divided up by the 
distance of the shot from the basket. These 
categories are less than or equal to 5 feet, 
greater than 5 feet and less than or equal to 
10 feet, and greater than 10 feet. The first 
group is intended to estimate shots near 
or at the basket, the second are in between 
shots in the paint but not at the basket, and 
the third group is for jump shots

Results

Tables 13 and 14 show the results for the 
historical season regression (model (1)) 
using indicator variables. Each regression 
is split up into the decade of the season in 
an attempt to see the time effects. Despite 
having a schedule with many back-to-
backs and poor travel conditions, the 1950s 
showed no fatigue effect for the outcome of 
games. As travel improved and the number 
back-to-back games decreased, days of rest 
became a significant factor for some of the 
levels tested. However, in recent decades, 
the different levels of rest have become 
even more significant at all indicator levels 
in determining the outcome of the games. 
This suggests that fatigue is an important 
factor for the modern day NBA and that 
the number of days of rest between games 
is more important that just having 1+ days 
of rest versus 0 days of rest. Given the null 
hypothesis that rest does not affect the out-

come of games, I can say with great confi-
dence that I can reject the hypothesis. All 
of the coefficients measuring team rest are 
positive while all the coefficients measuring 
opponent rest are negative. This supports 
conventional theory. However, it is surpris-
ing that the 1940 and 1950 model showed 
little effect. 

Tables 15 and 16 (logit results of model (2)) 
support the findings in Tables 13 and 14. 
The difference in rest has a positive effect 
on the outcome of games. However, the dif-
ference is only greatly significant in recent 
decades, particularly 2000 and 2010. This 
suggests that an edge in rest is becoming 
more and more of a competitive advan-
tage. This may be due to greater investment 
in recovery methods and technology. The 
benefit of one extra day of rest is far greater 
in recent years than in the past.

One would assume that as travel improved, 
the effects of fatigue would be mitigated, yet 
this does not seem to be true. I attest this to 
the demanding NBA season, where teams 
are spread about the continental United 
States, and travel on charter planes is not 
a perfect substitute for sleeping at home. 
Moreover, as the NBA is a physical game by 
nature, the increasing cost of playing games 
in a short time span lends itself to fatigue; 
this is a factor where the only solution may 
be limiting the minutes of players. Travel 
and recovery improvements can only have 
a marginal effect for players that are forced 
to play significant minutes continually over 
a season.

Given that rest effects are indeed signifi-
cant, I can look critically at the results of the 
means testing. Tables 5 through 10 in the 
Appendix show the results of means testing 
for 0 days of rest and 1+ days of rest. (Note 
that some statistics are repeated under dif-
ferent tables). The results are summarized 
as follows:

•	 Both offensive and defensive ratings 
are significantly negatively affected by 
0 days of rest. In all other games, the 
net rating is essentially 0.624 com-
pared to -2.018.

•	 Team field goal percentage decreases 
significantly. This is accompanied by 
fewer points in the paint.

•	 Teams play at a significantly slower pce 
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with 0 rest, which manifests itself in 
fewer fast break points for the offense.

•	 Ball movement is significantly affected. 
There are fewer assists and secondary 
assists, lower assist ratio, and a higher 
turnover percentage. This is despite 
an insignificant difference in passes 
and touches between the two types of 
games.

•	 Defense is affected too. There are sig-
nificantly fewer points off turnovers, 
fewer steals, and fewer blocks.

Although the data is only from the most 
recently completed 2014-15 season, we 
see that ball movement is significantly im-
paired by fatigue. Interestingly, teams pass 
at the same rate regardless of rest, yet it is 
the quality of pass that suffers as represent-
ed by the decrease in assists and second-
ary assists. Quality passing requires split 
second decision making, so more fatigue 
seems to slow this reaction time. Similar 
reaction statistics like steals and blocks 
also significantly decrease. These results 
are supported by the previously discussed 
Shahrokh-Shahraki and Nooh –Bin Abu 
Baker study regarding taxi drivers and the 
increase probability of accidents. Moreover, 
teams are running the same distance in the 
games, yet with significantly slower pace 
and fewer fast break points. This suggests 
effort, or at least willingness to exert exces-
sive effort, is affected. Most importantly to 
game outcome, however, is the decrease in 
net rating and field goal percentage. To in-
vestigate this thoroughly, we look towards 
the shot making models. 

The results of model (3) seen in Tables 15, 
16, and 17 for shot making fail to reject the 
null hypothesis that rest has no effect. While 
some of the coefficients for the days of rest 
are significant, there is no discernable pat-
tern among any of the model groups, so I 
will attest this minor significance to noise 
in the data. This is a very surprising result. 
Conventional thinking suggests that tired 
legs hurt shot making, yet the models sug-
gest otherwise. Looking at the other vari-
able, the models are consistent in that shot 
distance, defender distance, height differ-
ential, and openness are significant in shot 
making. For jumpers in particular, taking a 
dribble and shot clock have negative effects 
on shot making. This supports the think-
ing that isolation basketball late in the shot 

clock is not advantageous for shot making. 

Further investigating why field goal per-
centage and offensive rating decrease with 
no effects of rest on the actual shots, I per-
formed means testing for certain continu-
ous variables and shot location. These re-
sults are available in Tables 11 and 12. The 
data shows that teams shoot significantly 
fewer shots at the basket in 0 rest games. 
Moreover, the shots are taken earlier in the 
shot clock, after more dribbles, and further 
away from the basket. This is a key finding. 
Teams are simply shooting more difficult 
shots on zero days of rest. The tired legs 
do not seem to be affecting a player’s eleva-
tion on a shot or the angle of the arm of the 
shot. Rather, offenses are taking more diffi-
cult shots, which have a lower probability of 
being successful. Previous preliminary re-
search suggests that this is most significant 
in two point shots rather than three point 
shots (Yudelman, 2010). Then, in theory, 
teams who depend more on three point 
shots would be less affected by fatigue. 

Conclusion

This paper looks at the effects of fatigue, 
defined as days of rest between games, on 
the outcome of games, in-game metrics, 
and shot making. Using two logit models to 
search for fatigue effects on outcome, I find 
that fatigue was not a significant factors in 
the 1950s, but it has been increasingly sig-
nificant since then. Furthermore, I found 
that the difference in days of rest for the two 
teams playing is also significant in more re-
cent decades. Using means testing on box 
score statistics, I found that ball movement, 
pace, net rating, defensive movement, and 
shot selection is significantly hurt by 0 days 
of rest compared to all other games. Finally, 
using a shot making metric, I found that 
shots of similar context are not affected by 
rest. This suggests that teams on 0 days of 
rest are struggling to find good shots rath-
er than missing shots the players usually 
would make.

In future research, I would like to look at 
the effects of traveling across time zones 
for back-to-back games. Previous literature 
suggests that this is significant in determin-
ing game outcome, and I would like to see 
how that affects both the game statistics 
and shots. Furthermore, I would like to test 
my hypothesis that teams that rely more on 
threes are less affected by fatigue. Chart 1 in 

the appendix looks at total three point field 
goal attempts in the 2014-15 season and the 
win percentage in 0 rest games. This can be 
looked at in a future study that builds an 
empirical model looking at how reliance on 
three point shots are related to the ability 
to compete in games with a fatigue disad-
vantage. 

Appendix

Significance codes for the tables:

“*” = .10 level
“**” = .05 level
“***” = .01 level

Selected tables on the following page.
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