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EDITOR’S NOTE

Six months ago, a handful of economics students at Duke University set out to create an eco-
nomics magazine that would serve as the voice of undergraduate economics students.  After 
countless hours at Perkins Library and numerous idea-packed discussions that took us from 
ground zero, I am now proud to present to you the inaugural issue of Equilibria: The Duke 
University Economics Review.

It has been a remarkable journey for the six of us involved.  We were, as Margaret Heffernan 
put it, “a fantastic model of collaboration: thinking partners who aren’t echo chambers.”  With-
out their passion and perseverance, none of this would have been possible.  Equilibria is not 
meant to be simply displayed in publication racks.  It is meant to be read by students from all 
disciplines.  As such, it presents a wide swath of topics, from finance to game theory, all com-
petently discussed with as little technical jargon as possible. 

As does every publication, Equilibria will evolve over time. I am honored to be at its genesis 
and excited about its future.

Han W. Lee
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Micro-What? 
Get the Quick FAQs on Microfinance

Question: What do President 
Obama, Melinda Gates and Nobel 
Laureate Muhammad Yunus have 
in common?

Answer: They all have connec-
tions to the field of microfinance.
President Obama’s mother, Ann 
Dunham, worked with microfinance 
programs in Indonesia in the 1980’s, 
including helping to establish the 
well-known microfinance institu-
tion (MFI) Bank Rakyat Indonesia 
(BRI).  Melinda Gates, who will be 
this year’s commencement speaker 
at Duke, has been active with mi-
crofinance programs worldwide 
through funding support by the 
Bill & Melinda Gates Foundation.  
In 2002 the Bill & Melinda Gates 
Foundation assisted in funding the 
incorporation of the non-profit or-
ganization MIX (Microfinance In-
formation Exchange).  MIX Market 
(at www.mixmarket.org) provides 
access to financial and social per-
formance indicators for over 2,000 
MFI’s around the world.  Muham-
mad Yunus, who shared the 2006 
Nobel Peace Prize with Grameen 

Bank in Bangladesh, is credited with 
originating and popularizing mod-
ern microfinance techniques which 
have assisted in reducing global 
poverty.

So with all of these interests in 
microfinance, what are some of the 
Frequently Asked Questions (FAQs) 
about microfinance?

1.	 What is Microfinance?
Most people think of microfi-

nance  in terms of microcredit or 
small-scale loans.  The majority of 
microfinance operations do indeed 
consist of microcredit, through the 
extension of small loans to those in 
poverty who have little or no assets.  
These poverty-stricken groups and 
individuals have historically been 
marginalized and excluded from 
traditional and formal banking sys-
tems.  However, individuals in pov-
erty often find survival strategies 
through becoming micro-entrepre-
neurs in small, informal markets 
in their local areas.  For example, 
many individuals become rickshaw 
drivers, weave baskets to sell on the 

street, cook pastries in their home to 
sell to local workers, or may oper-
ate a small hair salon or other small, 
self-employed business.  However, 
without access to credit, many of 
these poorer entrepreneurs cannot 
increase the scale and profitability 
of their micro-enterprises, leaving 
them to continue in a cycle of pov-
erty.  Microcredit is one means of 
reaching these previously “un-bank-
able” groups in order to provide 
credit access and to alleviate pover-
ty by helping people to help them-
selves.

According to the State of the 
Microcredit Summit Campaign Re-
port 2012 (Maes and Reed 2012), 
MFIs serve over two million clients 
globally.  In developing areas mi-
cro-loans can be as low as US$10 
and often average around US$100, 
whereas in the United States, loans 
under $35,000 are usually consid-
ered microloans.  
	A lthough the majority of mi-
crofinance consists of microcredit, 
microfinance actually encompasses 
many other small-scale banking and 

Genna R. Miller, Ph.D.
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financial services, including mi-
cro-savings, micro-insurance, mi-
cro-pensions, and micro-consign-
ment.  

2.	 How does microfinance differ 
from traditional banking?
	I n a traditional banking system, 
banks take in deposits via checking 
and savings accounts and other fi-
nancial instruments.  Banks then 
lend out a fraction of these deposits 
and charge interest on the loans.  In 
rationing credit, traditional banks 
face both moral hazard and adverse 
selection issues.  Historically, tra-
ditional banks have dealt with the 
risks associated with adverse selec-
tion and moral hazard through the 
enforcement of contracts that stip-
ulate the provision of assets as col-
lateral by bank customers, as well 
as through due diligence through 
credit scores and other means .
	 But poverty-stricken groups of-
ten lack the financial assets used as 
collateral within traditional banking 
practices, and many countries do 
not have centralized, credit rating 
systems or appropriate institutions 
for the enforcement of formal credit 
contracts.  
	 Yet, despite these market fail-
ures within traditional credit mar-
kets, informal lending to those in 
poverty has occurred within many 
areas and cultures of the world for 
centuries and continues in current 
times.  These include rotating sav-
ings and credit associations (ROS-
CAs), credit cooperatives and credit 
unions and “moneylenders.”  Mon-
eylenders and other informal credit 
systems overcome moral hazard and 
adverse selection issues through lo-
cally-based, extensive relationships 
between family members, relatives, 
friends, and other village members 
who are familiar with one another.  

These relationships may generate 
vast amounts of information about 
each participant, reducing the costs 
associated with risks based on in-
formational asymmetries.  Likewise, 
the close relations between partici-
pants may also reduce costs associ-
ated with contract enforcement and 
the transaction costs associated with 
monitoring loan customers, as the 
close relationships may enable these 
actions to be easily taken.
	H owever, while informal lend-
ing may be able to overcome these 
market failures, such lending tech-
niques also lack the large infusions 
of capital that are often needed in 

many poverty-stricken areas.  In ad-
dition, local moneylenders often ex-
tract exorbitant interest rates from 
clients, due to the lack of alterna-
tive means of accessing credit and/
or lack of information about alter-
natives.  Thus, moneylenders often 
obtain a monopoly over local credit 
markets.   
	 MFIs, however, bridge the gap 
between formal banking institutions 
that possess vast amounts of capital 
and informal lending practices that 
use local and relational information 
to overcome market failures but may 
be exploitive.  In addition, many 
scholars and activists view MFIs as 
having a role in bringing about so-
cial change.  Loans made through 
MFIs can assist those in poverty by 
enabling them to get what they need 

for survival or by helping them to 
start or expand their own businesses 
and thus get out of the cycle of pov-
erty.  The basis of Yunus’s Grameen 
Bank established in Bangladesh in 
1983 stems from both of these eco-
nomic and social causes.  Overall, 
MFIs tend to serve a middle ground 
between formal banking and infor-
mal money lenders, by providing 
access to capital without some of 
the requirements and institutions of 
formal banks.  
	 Without the formal institutions 
of traditional banks, the group lend-
ing or joint liability model is one 
of the most unique and successful 
aspects of micro-lending practic-
es.  Individuals receive loans based 
on a joint liability contract with the 
bank/MFI, in which members of 
a small group of borrowers must 
stand jointly as guarantors for the 
debt of all group members.

The model of joint liability 
makes use of the rich amount of in-
formation that is generated through 
village, family, and friendship re-
lations through group lending.  As 
such, monitoring and enforcement 
occur, often through peer pressure 
as well as peer encouragement.  In 
this way “social capital,” in the form 
of trust and cooperation, enable col-
lective action to take place with re-
spect to group loans.  This mitigates 
the moral hazard and adverse selec-
tion problems and transfers the risks 
associated with such information 
asymmetries from the banks to the 
group borrowers themselves.  In ad-
dition, many microcredit programs 
use additional features that are  de-
signed to enhance repayment, such 
as repayment schedules that involve 
early and frequent payments, as well 
as public repayment meetings.
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3.	 Why do many MFIs focus on 
women as clients?
	 There are several reasons for 
this trend, and these reasons can be 
broken up into demand-side and 
supply-side reasons.  Considering 
the demand for microfinance,  it is 
important to recognize  the ways in 
which gender roles have played out 
in many areas of the world, such 
that women are relatively more like-
ly than men to be in poverty.  Thus, 
the “feminization of poverty” may 
lead women to represent the ma-
jority of people in poverty.  In ad-
dition, if gender discrimination pre-

vents women from having access to 
credit through formal means (i.e., 
commercial banks) women may be 
more likely than men to seek mi-
crocredit loans.  On the supply-side, 
MFIs may be more willing to extend 
microcredit to women than to men, 
as studies have shown that, amongst 
microfinance clients, women have 
a relatively higher repayment rate 
than do men.  Women’s higher re-
payment rates may be due to several 
gender-specific aspects.  In partic-
ular, women are viewed to be more 
risk-averse than men with their 
loans and to be more passive in their 

relations with group-members, thus 
complying with group pressures to 
repay loans.  Women are also as-
sumed to be the household manag-
ers, responsible for the maintenance 
of family care, and thus possessing 
skills that are relevant to loan repay-
ment.  In this respect, when women 
are viewed as primarily responsible 
for household maintenance, they 
also become key agents in poverty 
reduction.  Specifically, several stud-
ies indicate that, within heterosexu-
al households, when women control 
funds they are more likely to utilize 
the funds to improve the welfare 
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of their family and children, while 
men often use resources for their 
own consumption,  Thus, women 
are often targeted by poverty reduc-
tion programs to assist in improving  
children’s welfare in terms of food 
and educational spending.  Also, 
the goal of women’s empowerment 
is often cited as a main reason for 
targeting women as microfinance 
recipients.  In particular, it has been 
found that individual income levels 
and access to funds are large deter-
minants of bargaining power with-
in households.  Thus, women’s in-
creased income from microfinance 
loans may serve to equalize income 
inequalities and power imbalances 
within heterosexual households.  In 
this way, targeting women as mi-
crofinance clients may serve social 
and economic goals of empowering 
women.  
	  
4.	 What’s new in the field of mi-
crofinance?
	 There are three major, new 
trends in the field of microfinance:
	 a. Combining microfinance 
services with other social services: 
Many theorists argue that non-fi-
nancial services are also import-
ant for alleviating poverty and that 
these services function complemen-
tarily with financial services to aid 
in poverty reduction.  These non-fi-
nancial services include healthcare, 
HIV/AIDS prevention, education, 
environmental conservation and 
preservation of cultural diversity.  It 
has been found, for example, that 
combining HIV/AIDS prevention 
and healthcare with microfinance, 
serves to assist in poverty allevi-
ation for clients by considering a 
more holistic concept of well-be-
ing that includes both income and 
health levels.  In addition, reducing 
the incident of HIV/AIDS also im-

proves repayment rates for MFIs as 
clients who are healthier and have 
lower incidents of illness are better 
able to repay their loans.  
	 b. Commercialization of MFIs: 
Many MFIs in the past few years 
have transformed from a non-profit 
model to a for-profit model, by go-
ing public and offering initial public 
offerings (IPOs).  One of the earli-
est to do this was Compartamos in 
Mexico in 2007, and more recent-
ly, in 2010, SKS Microfinance Ltd 
(SKS), the largest MFI in India held 
an IPO.
     Most of the MFIs have done this 
in order to obtain new injections of 
capital without having to rely on do-
nor support.  However, these MFIs 
have been critiqued as displaying 
‘mission drift,’ as they may be more 
interested in maximizing wealth for 
shareholders rather than helping 
the poorest of the poor.
	 c. Use of new technologies - 
Information and communications 
technologies (ICT) have revolu-
tionized the way in which microfi-
nance occurs.  Mobile banking and 
branchless banking have become 
more popular within the field, al-
lowing for reduced administrative 
and overhead costs for MFIs.  In 
addition, several MFIs, such as 
Grameen Bank, have enabled their 
borrowers to start micro-businesses 
using ICT such as mobile banks.  In 
the Grameen case, there has been 
the establishment of  ‘telephone-la-
dies.’  According to Grameen’s web-
site:
	 “To-date Grameen bank has 
provided loans to over 457,953 bor-
rowers to buy mobile phones and 
offer telecommunication services 
in nearly half of the villages in Ban-
galdesh where this service never ex-
isted before.  Telephone-ladies run 
a very profitable business with these 

phones” (Grameen 2012).
	 Similarly, groups like Kiva use 
ICT to generate peer-to-peer lend-
ing in which individuals can go on-
line and make loans to individuals 
and groups who are in remote loca-
tions.

5.	 Does microfinance matter to 
Duke students?
	A lthough the majority of Duke 
students will never be borrowers/
clients of an MFI, they may know 
someone who is.  What’s more, 
Duke students have a huge oppor-
tunity to help bring about one of the 
Millennium Development Goals of 
the United Nations of eradicating 
extreme poverty by halving, be-
tween 1990 and 2015, the propor-
tion of people whose income is less 
that $1 a day.  Importantly, Duke has 
its own microfinance student group, 
the Duke Microfinance Leadership 
Initiative (DMLI), started in 2008, 
so students can easily get involved 
with microfinance right here on 
campus.  Students can also work 
through DukeEngage on projects 
that coordinate with MFIs such as 
Grameen Bank in Bangladesh.  Stu-
dents can also go work for an MFI as 
an analyst, loan officer, or in a man-
agement position.  Duke students 
have always been great innovators, 
and as the “M2” generation, current 
students have unique experiences 
with media.  This gives current stu-
dents special capacity to use social 
networking and social media to im-
pact global poverty by using these 
skills and experiences in the field of 
microfinance, as well as the oppor-
tunity to bring their creativity, mo-
tivation and intellectual curiosity to 
the field of microfinance.  Students 
might develop new tools, methods 
and financial products to be used to 
shape the future of microfinance.  ◆
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Predicting “March Madness”
Calculating Division I Men’s Basketball Upsets

Introduction
	I  attempt to build a statistical 
model that predicts NCAA Division 
I Men’s Basketball Tournament wins 
and losses, and margin of victory.  
While “March Madness” is known 
for its stunning and seemingly-im-
probable upsets, my model is able to 
predict the 2012 tournament results 
with as much as 88% accuracy.

Theory
	L et us consider a simple produc-
tion function for the point differen-
tial of a basketball game between 
team i and team j.  This production 
function is comprised of one factor: 
the difference between the quality 
of team i, and the quality of team j.   
That is,

Pi ,j  = f (Qi - Qj )	          (Eq.1.1)

where Pi , j is the difference between 
the number of points team i scores 
and the number of points team j 
scores, Qi is the quality of team i, 
and Qj is the quality of team j.
	N ow, in addition to a team’s tal-

ent, there are other factors that may 
influence whether a team wins or 
loses and by what margin.  These 
factors include, home court advan-
tage and a team’s momentum.  Of 
these two factors, momentum is the 
least quantifiable, though later in 
the paper I attempt to proxy for it.  
Including these two factors into my 
simple production function,

Pi , j= f (Qi - Qj , Homei - Homej , Mo-
mentumi - Momentumj )        (Eq.1.2)

where Homei is a dummy variable 
that takes on a value of 1 if team i 
has home court advantage1 and 0 
otherwise; Homej is a dummy vari-
able that a takes on a value of 1 if 
team j has home court advantage 
and 0 otherwise; Momentumi is 1 if 
team i has momentum and 0 other-
wise; Momentumj is 1 if team j has 
momentum and 0 otherwise.  Notice 
that the difference, Homei - Homej 
can be 1 (team i is the only team that 
has home court advantage), 0 (both 
teams have home court advantage, 
or the game is played on a neutral 

court), or -1 (team j is the only team 
that has home court advantage).  
This logic can also be applied for 
the difference Momentumi - Momen-
tumj.

Empirics
	A pplying my simple production 
function to the NCAA Division I 
Men’s College Basketball tourna-
ment, there are a variety of ways to 
measure a college basketball team’s 
quality.  These advanced statistical 
metrics include the Rating Percent-
age Index (“RPI”)2, Ken Pomeroy’s 
College Basketball Ratings Index3, 
and Jeff Sagarin’s College Basketball 
Ratings Index4, among others.  In 
my analysis I use the three afore-
mentioned metrics.
	I  used RPI, Sagarin and Pome-
roy data from the past three college 
basketball seasons, and in particu-
lar, I used a team’s RPI, Sagarin and 
Pomeroy rankings along with the 
team’s actual RPI and Sagarin value.  
From the Pomeroy metric, I used a 
team’s adjusted winning percentage, 
its adjusted net margin of victory 
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(calculated by subtracting its adjust-
ed defense value from its adjusted 
offense value), and its “luck,” a mea-
sure given by Pomeroy.
	I n all cases, the “outcome” of my 
production function is the point dif-
ferential between a high seed team 
and a low seed team.  This creates a 
systematized way of measuring why 
a higher seeded team wins or loses 
a game.  I use the outcomes of the 
past three NCAA Division I Men’s 
College Basketball tournaments.
	I n addition, I created three dum-
my variables, Conference Champion-
ship (1 if a team won its conference 
tournament5,  and 0 otherwise), Pre-
vious Tournament (1 if a team made 
the NCAA tournament the previous 
year, and 0 otherwise), and Home 
Court (1 if a team is from a state that 
is, or neighbors, the state where the 
game is played, and 0 otherwise).  
Conference Championship is sup-
posed to proxy for a “hot” team, that 
is, a team on a winning streak (since 
winning a conference tournament 
usually means winning 3 or 4 games 
in a row) and hopefully one with 
lots of momentum.  Previous Tour-
nament is supposed to proxy for 
experience.  The logic is that a team 
that has been to the tournament be-
fore will have more experience deal-
ing with the increased stress of the 
NCAA tournament.  A better vari-
able would be the ratio of upper-
classmen to underclassmen, but this 
information was not readily avail-
able.  Finally, Home Court proxies 
for any “home-field advantage” such 
as having more fans at the game, or 
not having to travel long distances 
(or multiple time zones).
	T wo potentially important 
variables that I did not have read-
ily available data for are each head 
coach’s salary (a proxy for coaching 
abilities), and how much each insti-

tution spends on its basketball pro-
gram (a measurement of resources 
available to a team).  
	 Finally, I distinguished between 
the first round of the tournament6  
and the following rounds of the 
tournament.  Winning or losing 
in the first round versus winning 
or losing in the Final Four are two 
different results.  Similarly, the im-
pact of momentum, or the value of 
having previous experience deal-
ing with the heightened stress of a 
deep tournament run has a signifi-
cantly different effect in the national 
championship game than in the first 
round of the tournament.  

	 Following from this distinction, 
I created three additional dummy 
variables, Previous Upset, Blowout 
and Close, to explain games that 
were not played in the first round of 
the tournament.  These three vari-
ables are intended to help proxy for a 
team’s “momentum.” 7  Previous Up-
set (1 if a team beat a higher-seeded 
team in the previous round, and 0 
otherwise), Blowout (1 if a team beat 
its previous opponent by 20 or more 
points, and 0 otherwise), and Close 
(1 if a team beat its previous oppo-
nent by 3 or less points8, and 0 oth-

erwise) proxy for any “momentum” 
effects that these three situations 
might provide.  Thus, my resulting 
empirical models are,

Points First Round ,h ,l
= β1RPI Rank + β2Sagarin Rank + 
β3 Pomeroy Rank + β4Winning Per-
centage + β5Net Margin of Victory + 
β6 Luck + β7 Conference + β8Previ-
ous+β9 Home              	          (Eq.2.3)

Points Other Rounds , h , l
= β1RPI Rank + β2Sagarin Rank + 
β3 Pomeroy Rank + β4Winning Per-
centage + β5Net Margin of Victory + 
β6Luck + β7Conference + β8 Previous 
+ β9 Home + β10Previous Upset + 
β11Previous Blowout + β12  Previous 
Close     	          	          (Eq.2.4)

where each variable (including the 
dependent variable) is the difference 
between the variable value of the 
higher-seeded team and the variable 
value of the lower-seeded team.9 

	T o test these models, I used data 
from the 2009-2011 NCAA Divi-
sion I Men’s Basketball tournaments 
to see how they would predict the 
2012 NCAA Division I Men’s Bas-
ketball tournament outcomes.
	 The true test of the various 
models is seeing how well they pre-
dict tournament results.10 The pro-
bit models predict the correct victor 
with 88% accuracy for any first-
round games and 81% accuracy for 
any other-round game while the OLS 
model predicts first-round and oth-
er-round games with roughly 80% 
accuracy.  In comparison, Nate Sil-
ver’s first-round and second-round 
predictions from last year were ac-
curate 75% of the time, but Silver 
was only accurate 33% of the time in 
later rounds.  While my models’ ac-
curacy may seem impressive, com-
paring their predictions against a 
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few “naïve” models illuminates how 
simpler models can achieve compa-
rable results.  For example, if some-
body picked the outcome of a first-
round game based solely on which 
team had the highest Sagarin value, 
they would be right 78% of the time.  
If they applied this methodology to 
other-round games they would be 
right 81% of the time.  While my 
model produced relatively better 
results for first-round games (al-
most 10% more accuracy) my probit 
model had the same accuracy as the 
simple Sagarin model and my OLS 
model was only 3% more accurate.  
This suggests that predicting out-
comes of games can be done within 
a reasonable degree of accuracy by 
simply looking at which team has a 
higher Sagarin value, or another sta-
tistical measure of a team’s quality.  
	 The point differential accura-
cy of my OLS models (equation 2.3 
and equation 2.4) was somewhat 
accurate.  The average difference 
between the actual and predicted 
point differentials was around sev-
en points for first-round games, and 
five points for other-round games.  
This means that the models were 
off by three to four possessions, an 
acceptable margin for error consid-
ering games last for forty minutes.  
However, games can be decided by 
as little as one point, so the results 
are not entirely desirable.
(See table in online Appendix).

Conclusion
	 While my model was relatively 
accurate, there are always improve-
ments that can be made.  As I men-
tioned in my paper, obtaining the 
head coach’s salary and how much 
each institution invests in its basket-
ball program would be useful data.  
Also, finding a better measure for 
“momentum” would be ideal.  In 

addition, some variables are rather 
subjective, such as “home-court ad-
vantage.” 
	 My only metrics for measuring 
team quality are the RPI, Sagarin’s 
Index and Pomeroy’s Index.  In no 
way do these metrics plumb the 
depths of “intangible” factors such 
as team chemistry.  Yet, my model is 
between 80-88% accurate at predict-
ing the outcomes of these basketball 
games.  This seems to suggest the 
NCAA Tournament Seeding Com-
mittee does a relatively decent job 
of ranking its teams based on their 
quantifiable attributes, but they do 
not do a perfect job.  If the Tourna-
ment Seeding Committee did a per-
fect job of seeding its teams based 
on their relative strength, then up-
sets would happen with much less 
regularity than they currently do.  
What this implies is that there are 
inefficiencies within the tourna-
ment seeding system, and these in-
efficiencies can be exploited. ◆

Endnotes
1.	 This has application in terms of 
the NCAA Men’s Division I Basket-
ball Tournament where two teams 
can play at a site that is geographi-
cally close to both schools.
2.	 web1.ncaa.org/ web_files/NCA-
ANewsArchive/1981/19810215.pdf
3. 	 http://www.kenpom.com.
4.	 http://www.usatoday30.usato-
day.com/sports/sagarin.htm.
5.	 The Ivy League does not have 
a conference tournament.  Instead, 
the regular season champion is giv-
en an automatic bid.
6.	I n recent years, “play-in” games 
have been considered to be the first 
round.  However, in my analysis I 
consider the first round to be the 
round that includes all 64 seeded 
(eventually) teams.
7. 	T o the best of my knowledge, 

there is no economic literature that 
specifies how to model a team’s “mo-
mentum”.
8.	A ny game that went to over-
time was automatically considered a 
“close” game even if the final score 
was decided by more than three 
points.
9. 	 For all the “Rank” variables I 
took the opposite of the difference 
for interpretation purposes as many 
times the higher-ranked team had 
lower “Rank” values and thus, the 
difference was usually negative.  For 
example, usually the best team in the 
country has an RPI Rank of 1 while 
an average team might have an RPI 
Rank of 150.  Their difference is 
-149, thus I simply took the opposite 
value for all “Rank” variables.
10.	 For empirical results, see online 
appendix: http://www.fivethirtyeig-
ht.blogs.nytimes.com/2012/03/13/
five-thirtyeight-picks-the-n-c-a-a-
bracket.
11.	 While I do try and account for 
“momentum”, it is in a very crude
 way.
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Oil Economy Diversification 
In the Gulf Cooperation Council

	 Since the times of the Silk Road, 
the Gulf region has been a center 
for international trade, trading local 
goods for wealth and facilitating ex-
changes among other peoples.  Since 
the oil discoveries in the 1930s and 
1940s, the Gulf Cooperation Coun-
cil (GCC) area has built a portfolio 
of wealth, largely contingent on the 
continued influx of petroleum rev-
enues.  As the GCC countries look 
ahead, forecasting the day when oil 
reserves dry up, current govern-
ments must address the concern 
that oil revenues will not always be 
filling the royal coffers.  Though the 
GCC countries have been able to 
rely on oil exports to fund modern-
ization initiatives since the 1960s, 
governments must now find ways to 
diversify their economies in order to 
sustain current standards of living.  
	O il was first discovered in the 
Gulf in the 1930s and 1940s, during 
a time when the native population 
didn’t exceed 4 million and the 
economy was a simple market based 
on the trade of pearls, dates, fish and 
slaves (Sultan et al.  2011).  It took 

additional 20 years before the first 
petroleum exports began; soon after 
that, the oil revenue began to pour 
into the region, causing the rul-
ing governments to gain incredible 
wealth.  Today, countries in the Mid-
dle East/North Africa region have 
a combined total GDP of roughly 
$2.0 trillion; among the oil export-
ers, oil and gas account for nearly 
75% of budget revenues (Institute 
of International Finance 2012).  The 
region’s reliance on oil and gas for 
economic growth leaves the mem-
ber nations particularly susceptible 
to fluctuations in the energy market.  
To combat both the threat of ener-
gy market fluctuations as well as the 
potential for a future non-oil-based 
economy, Dubai first initiated rein-
vestment campaigns starting in the 
1990s in an attempt to reinvestment 
its petrodollars to diversify its econ-
omy (Sultan et al.  2011).  The rulers 
of the surrounding states saw the 
overnight success of Dubai, largely 
attributed to its impressive branding 
campaign, and followed suit in the 
pursuit of more diversified econo-

mies.  
	A s the reinvestment and di-
versification campaigns continue 
among the Gulf states, common 
trends in the preferred industries of 
investment have emerged as these 
nations strive to develop knowl-
edge economies.  According to a 
1999 study conducted by the World 
Bank, a country’s knowledge econo-
my index directly correlates to that 
country’s GDP (Aubert and Reiffers 
2003).  To that extent, GCC nations 
have invested a substantial amount 
of money and resources into devel-
oping knowledge economies.  Saudi 
Arabia, the UAE and Qatar are lead-
ing the pack in developing economic 
cities focused on research and devel-
opment.  Dubai’s focus on attracting 
international business through its 
free zones has shown great success, 
with 95% of the emirate’s GDP com-
ing from non-oil sources in 2006 
(Sultan et al.  2011).   In a slightly 
different approach, Saudi Arabia has 
built six economic villages across the 
kingdom, in an attempt to spread 
the reinvestment dollars to all areas 
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of the country (Sultan et al.  2011).  
	 The Qatar Foundation is anoth-
er good example of this petrodollar 
reinvestment strategy.  Founded in 
1995, the mission of the Foundation 
is to determine “how the nation will 
use its vast revenues from hydro-
carbon resources to transform itself 
into a modern knowledge-based 
economy” (Qatar Foundation 
2012).  Under the leadership of Her 
Highness Sheikha Moza bint Nass-
er, the organization has successful-
ly launched numerous science and 
research institutes, most notably 
the Qatar Science and Technology 
Park.  The Foundation also aims to 
prepare native Qataris for positions 
of leadership in the new knowledge 
economy through training pro-
grams in the premier King Abdullah 
University of Science and Technol-
ogy in addition to numerous other 
schools and leadership programs.  
While developing knowledge econ-
omies, Gulf countries are also in-
vesting their petrodollars in tour-
ism.  Kuwait, Oman, Bahrain and 
the United Arab Emirates have un-
dertaken massive building projects 
in order to attract upper-class tour-
ism to their countries (Sultan et al.  
2011), and these investments appear 
to be successful in drawing in tour-
ist dollars.  According to the World 
Travel and Tourism Council, the to-
tal GDP contribution from tourism 
in the GCC countries is expected to 
reach $44 billion by year’s end (Bi-
lateral Chamber 2012).  The current 
trends in economic diversification 
in the Gulf are favoring tourism and 
knowledge-based industries such as 
research and development.  
	I n addition to sector diversifi-
cation, Gulf leaders, most notably 
Sheikhs Khalifa and Mohammad, 
are looking to new ways to generate 
electricity through alternative ener-

gy programs while increasing their 
global recognition.  This diversified 
energy portfolio, funded by public 
reinvestment campaigns, aims to 
meet the growing energy demands 
of the nation in order to sustain in-
creases in standards of living.  The 
UAE and the United States signed 
an agreement, partnering to create 
a joint nuclear program by 2017 
(Blanchard and Kerr 2009).  The 
South Korea-built plant will help 
bridge the gap between current pro-
duction and future demand; the lat-
ter is expected to increase 9% annu-
ally, leading to more than a twofold 
increase in energy demand by 2020.  
In addition to nuclear power, the 
Emirati government is emerging as 
a global leader in renewable energy 
with Masdar and the International 
Renewable Energy Agency (IRENA) 
in Abu Dhabi.  In an interview at the 
IRENA headquarters, a top official 
explained that the government of 
Abu Dhabi made the most attractive 
bid for the head office, signaling a 
sincere wish to move away from an 
oil-based economy and in the di-
rection of renewable energy and a 
modern, diversified economy (Mac-

Donald 2012).  Sheikh Mohammed 
also announced the creation of a 
new solar park, to be operational 
by 2013 and fully realized by 2030.  
Both the goodwill gesture of IRENA 
and the physical manifestations of 
these new energy initiatives under-
score the broader desire of Emirati 
leaders to show the nation’s poten-
tial to move away from oil depen-
dence.  
	 The governments of each of 
the GCC nations have taken bold 
steps to diversify their economies 
in an attempt to distance themselves 
from dependence on oil export rev-
enues.  Though each country has 
different approaches to the issue, 
commonalities such as develop-
ing knowledge-based economies, 
preparing native workforces to be 
industry leaders, and constructing 
world-class tourist attractions have 
emerged.  While it is yet to be seen 
how well leaders have prepared 
their economies for an expected fu-
ture decrease in oil export revenues, 
the initiatives toward economic di-
versification and oil independence 
are progressive steps toward a vastly 
different future. ◆
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The Motivations behind Exploitation and Envy 
In Prisoner’s Dilemmas

	C an cooperation emerge with-
out a central authority in iterated 
prisoner’s dilemma games? Robert 
Axelrod’s 1984 book The Evolution 
of Cooperation concluded from 
a computer tournament that the 
simple tit-for-tat strategy consis-
tently yielded a high degree of co-
operation even without central au-
thority.  (Tit-for-tat literally means 
“equivalent retaliation.” An agent 
using this strategy first cooperates 
and then replicates the opponent’s 
previous action)  Tit-for-tat found 
success through its characteristics 
of niceness, retaliation, forgiveness 
and clarity.  However, this computer 
tournament was not meant to nor-
matively model real-world interac-
tions, but rather positively suggest 
the prisoner’s dilemma strategy 
with the greatest chance for coop-
eration; clearly, not everyone plays 
tit-for-tat in their everyday interac-
tions.  In fact, there frequently exist 
both “exploitative” —defined as ac-
tively seeking to take advantage of 
others—and “envious” —seeking to 
minimize the gains of others, even 

when this will not result in a gain 
for oneself—strategies in real-world 
prisoner’s dilemma situations that 
do not have the cooperative charac-
teristics of tit-for-tat.  Why, then, do 
people employ these “mean” strate-
gies? 
	I  will examine the two distinct 
“mean” strategies of exploitation 
and envy and find that cooperation 
can emerge with an exploitative 
player because he will only exploit 
when he thinks he can get away with 
it; however, I will find that coopera-
tion cannot emerge with an envious 
player because he is propelled by 
various motivations to consistently 
avoid cooperation.  
	 First, it is important to under-
stand the prisoner’s dilemma to 
see why cooperation is difficult to 
achieve.  The prisoner’s dilemma in-
volves two players, A and B, who can 
choose either to cooperate or defect 
and whose payoffs depend both on 
what they do and what the other 
player does.  In the situation that 
Player A defects and Player B co-
operates, A will have the best payoff 

possible and B will have the worst.  
If both players defect, they will each 
get the second worst payoff, and if 
both players cooperate, they will get 
the second best.  So, payoffs for A 
from best to worst would be to de-
fect when B cooperates, cooperate 
when B cooperates, defect when B 
defects, and cooperate when B de-
fects.  The dilemma comes into play 
when A realizes that no matter what 
B does, it is best for A to defect.  If B 
cooperates, A should defect in order 
to gain the highest possible payoff in 
the game; If B defects, A should also 
defect to avoid the worst payoff.  If 
both players realize this and defect, 
they miss out on the better payoff of 
mutual cooperation.
	A xelrod’s computer tournament 
sought to find whether cooperation 
could emerge in an iterated prison-
er’s dilemma, thereby avoiding the 
poor payoffs for consistent mutu-
al defection.  Although tit-for-tat 
never scored higher than any other 
strategy against which it was pitted 
from a pure payoffs standpoint, this 
tournament gave “points” for the 

Shelby Sugierski

University of North Carolina at Chapel Hill

12



avoidance of the mutual defection 
pitfall rather than for the overall 
payoff.  One premise of this tour-
nament was that in the real world, 
there are few to no situations in 
which a player can gain the best 
outcome by defecting when the 
other cooperates over and over in 
an iterated game, because the other 
player would not suffer the dismal 
payoff time and time again without 
changing their strategy or refusing 
to participate in the game anymore.  
Pairing strategies in a round-rob-
in tournament, Axelrod found that 
the program tit-for-tat had the most 
success in encouraging cooperation.  
Tit-for-tat, firstly, was “nice”: it was 
never the first to defect and would 
cooperate until the end of the iter-
ated game if the other player did so 
as well (Axelrod 2006).  Secondly, it 
was “retaliatory”: tit-for-tat would 
defect on the next turn if the other 
player defected, proving it was not 
susceptible to being taken advan-
tage of.  It was “forgiving”: it would 
return to cooperation on the next 
turn after defecting provided the 
other player returned to coopera-
tion as well.  Finally, it was “clear”: 
unlike some other programs that 
used complicated algorithms, tit-
for-tat was simple and intuitive and 
therefore held no secrets that would 
create doubt or complexity for ei-
ther player.  
	H owever, many real-world 
strategies are not so “nice,” which 
is one of the most important rea-
sons that tit-for-tat was the best at 
encouraging cooperation.  Take the 
example of two countries, China 
and the United States, attempting to 
curb carbon emissions.  They make 
a non-binding, yet strategically im-
portant, agreement to place a mora-
torium on certain activities that are 
known for needlessly polluting the 

planet.  If each follows through with 
cutting emissions, each will suffer 
some costs but see a greater benefit 
in a healthier planet; if each ignores 
the agreement, they will maintain 
current levels of production and 
consumption but the environment 
of the planet will suffer a compara-
tively greater toll.  However, if, say, 
the United States ignores the mor-
atorium while China cuts emis-
sions, China is the “sucker” and the 
U.S.  gets the best payoff of a cleaner 
earth without losing money.  In such 

a case, it makes sense for the U.S.  to 
try to be exploitative purely from a 
payoff standpoint if they think they 
will not be punished.  If China and 
the U.S.  begin by devoting resourc-
es to cutting carbon emissions in the 
budget each year, the exploitative 
U.S.  may believe that it can “get 
away with” ignoring the agreement 
in the budget for a year, in which 
case they would get the greatest pay-
off that year.  
	I f China is not retaliatory at this 
first defection by the U.S., the defec-
tion has helped the U.S.  to success-
fully exploit the other player and 
gain a higher payoff while still usu-
ally playing cooperatively.  Even if 
China never falls for the exploitative 
strategy’s trick again, the U.S.  will 

forevermore have a higher cumula-
tive payoff, assuming China does not 
exploit them.  So, in general, players 
may seek to be exploitative if they 
judge the other player to be fairly 
forgiving without necessarily being 
retaliatory; this dynamic may occur 
when one player is more powerful 
than the other.  In these situations, 
cooperation can emerge because 
these players are assumedly rational, 
i.e.  act for their own gain and only 
defect as often as they think they 
can get away with it without being 
punished.  Rational yet exploitative 
players could still seek cooperation 
in an iterated game because they 
recognize that at a certain point, 
what began as exploitative behav-
ior could eventually lead to a cycle 
of mutual defection if the exploit-
ative strategy were played too often.  
Even if the exploitative player knew 
that tit-for-tat was the strategy with 
the greatest cooperation in iterated 
games, he may still have a personal 
advantage if the other player is play-
ing a different strategy that can be 
exploited.  
	 More confounding, perhaps, is 
the envious player: she will seek to 
make sure the other player gets an 
unsatisfactory payoff, even if it in-
curs costs for herself.  This player 
appears irrational; she will always 
defect not because she knows it 
is the best thing for her to do, but 
because she knows that no matter 
what the other player does, the oth-
er player will not get either of the 
two best payoffs.  In the example 
situation, the U.S.  may be spiteful 
towards China and defect each time 
because they want to see China suf-
fer a cutback in resources or an in-
fected environment, no matter the 
environmental cost to the U.S.  
	 There are a few reasons that an 
envious player may act the way that 

Spring 201313

“Rational yet 
exploitative 

players seek cooper-
ation in an iterated 
game because they 

recognize that 
exploitative behav-

ior could eventually 
lead to a cycle of 

mutual 
defection.”



they do in an iterated game where 
mutual cooperation would pay.  
First, it may be that this player’s pay-
offs are higher or their costs neutral-
ized when the other player suffers.  
So, although the non-envious play-
er—China, in this case—is playing 
a prisoner’s dilemma, the envious 
player has fundamentally changed 
the game into a non-symmetrical 
matrix.  Now, the U.S.’s payoff in any 
outcome in which China suffers is 
higher.  In fact, the envious player’s 
payoff for mutual defection may be 
even greater than that for mutual 
cooperation, solely because the oth-
er player scores lower in a mutual 
defection.  China still proceeds with 
their play as if both players were 
playing an iterated prisoner’s dilem-
ma game, which might include Chi-
na seeking mutual cooperation; that 
is why the moratorium was agreed 
upon in the first place, after all.  Chi-
na doesn’t know that the game has 

changed.
	 The relevancy of this explana-
tion may be disputed, because if 
the game is no longer a prisoner’s 
dilemma for both players, then it 
should not be examined as a pris-
oner’s dilemma.  In that case, there 
is the chance that the envious play-
er’s preference for seeing others suf-
fer rather acts as an external force 
on the envious player’s payoffs, like 
the situation that Axelrod describes 
in which gang members are more 
likely to cooperate with each other 
in the classic prisoner’s dilemma if 
their gang highly encourages them 
to execute the no-snitching rule at 
all times.  In this situation, the pay-
offs for each individual game are 
not drastically changed; “it is only 
necessary to make the long-term 
incentive for mutual cooperation 
greater than the short-term incen-
tive for defection.” The payoffs of 
the prisoner’s dilemma still stand, 

but unlike the example of the gang 
members where cooperation is en-
couraged, the United States would 
be influenced by its preference for 
seeing China suffer to always de-
fect.  Alternatively, an “envious” 
player who seemingly constantly 
defects out of malice may actually 
just be misjudging the other play-
er’s willingness to cooperate.  If the 
U.S.  thought China would never cut 
carbon emissions even though they 
had agreed to, then the U.S.  may al-
ways defect to get the punishment 
payoff for mutual defection.  This 
payoff would be better than the 
only other choice if China always 
defects—the sucker’s payoff.  So, no 
matter the reason, whether because 
the game is changed, preferences are 
exerting force on long-term payoffs, 
or the “envious” player is simply 
misjudging the other player’s will-
ingness to cooperate, cooperation 
cannot emerge if a player is inclined 
towards envy.  The envious player 
knows that the only way they can 
minimize the other player’s payoff is 
to always defect.
	 Exploitative and envious play-
ers are of two different breeds.  Ex-
ploitative players are simply seek-
ing to take advantage of others for 
their own gain, but may prefer not 
to hurt others if it would give them 
no payoff or a low payoff.  Envious 
players, however, do not subscribe 
to Axelrod’s idea that cooperation 
in an iterated prisoner’s dilemma is 
favorable, because they would rath-
er see the other player suffer.  Coop-
eration without a central authority 
may emerge in the former case, al-
though cooperation will not be ab-
solute; cooperation cannot emerge 
in the latter case due to the envious 
player’s commitment to defection. ◆ 
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Philosophies on Economic Downturns

	 The phenomenon of economic 
downturn is perhaps best exempli-
fied in the Great Depression of the 
1930s.  The key features of a de-
pression include high unemploy-
ment, low national income, a lack 
of aggregate demand and secular 
stagnation.  Although depression 
is defined by the outbreak of these 
features, The Times cites through 
Hobsbaum that unemployment in 
particular ‘has been the most wide-
spread, most insidious and the most 
corroding malady of our genera-
tion: it is the specific social disease 
of Western civilization in our time.’ 
Therefore, this particular facet of de-
pression has been the central topic 
of discussion for many economists.  
Keynes believed that economic 
problems could be solved primarily 
through state intervention, specif-
ically by fiscal and monetary pol-
icies, whilst Schumpeter strongly 
advocated ‘creative destruction,’ a 
theory that backed entrepreneurs 
and their investment prospects, re-
ferring to them as agents of history 
– the origins of social and econom-

ic development.  Although Hayek’s 
writing does not seem to fit directly 
into crossfire of economic mech-
anisms that the others create, we 
can consider how he delivers a cri-
tique of centrally planned econo-
mies and creates a direct response 
to the State-dominated Keynesian 

interventionist economics.  Finally, 
Sweezy assembles a conglomeration 
of arguments, primarily those of 
Hansen and Schumpeter, and exam-
ines the history of economic stagna-
tion.

Hansen and Keynes
	 During the Great Depression, 
Alvin Hansen suggested in his ar-
ticle, The Theory of Technological 
Progress and the Dislocation of Em-
ployment, that technological ad-
vancement, particularly laborsaving 
techniques, was the primary cause 
of depression.  Instead of employ-
ing manpower, producers instead 
turn to machines and other forms 
of technology as means of produc-
tion, decreasing the amount of jobs 
available in the economy, and hence 
increasing unemployment (Hansen 
1932).
	 John Maynard Keynes suggest-
ed and evaluated various solutions 
that would counteract economic 
depression, including the reduction 
of wages, the spread of workers to 
other industries or the expansion of 
the current production scale.  The 
first two solutions seem impracti-
cal as the former would lower pur-
chasing power and further decrease 
demand, whilst the latter would 
cause a skill-occupation mismatch 
(Keynes 1933).  Accordingly, the 
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only viable option appears to be that 
of expanding the current industry 
that is plagued by unemployment.  
	A lthough this option could lead 
to overproduction, Keynes indicates 
that lowering the product’s price, re-
stricting output or increasing wag-
es can address this issue.  But these 
options also have flaws.  Firstly, low-
ering the price would be counterin-
tuitive considering producers’ profit 
motives.  Secondly, lowering output 
would yet again cause a surplus sup-
ply of labor, giving rise to inefficient 
use of labor and causing even more 
unemployment.  In turn, the gov-
ernment would have to deal with 
the social consequences of inactive 
labor by increasing expenditure on 
policies such as social welfare.  This 
would plunge the government into 
greater national debt.  Thirdly, an 
increase in wages would not neces-
sarily increase aggregate demand, as 
it could cause consumers to save the 
extra disposable income they have.  
Moreover, wage increases could re-
sult in inflationary pressure, mean-
ing that the aforementioned wage 
increase would not reflect a rise in 
the price of labor since costs of liv-
ing also increase.
	 Keynes believes that these prob-
lems (of stimulating the industry) 
are primarily caused by either the 
fact that people do not have profit 
motives, or because there is a lack 
of liquid capital and hence a lack 
of productive investment.  The lat-
ter cause explains the emergence of 
borrowing, lending, interest rates 
and intentional government bud-
get deficits.  According to Keynes, 
expansionary fiscal and monetary 
policy were the keys to economic 
recovery in a time of depression.  In 
other words, increasing consumer 
access to liquid capital in the form 
of tax cuts (fiscal) and a lowered 

interest rate (monetary), as well as 
stimulating the economy through 
government expenditure (fiscal), 
should theoretically stimulate posi-
tive economic growth.

Schumpeter
	I n contrast to Keynes, who be-
lieves that state-led fiscal and mone-
tary policies moves society forward, 
Schumpeter accredits the source 
of positive economic and societal 
development to creative entrepre-
neurs, portraying in his theory of 
‘creative destruction,’ in which new 
commodities, technology, sources 
of supply and organizational meth-
ods are the key ‘agents of history’ 
that will revolutionize the existing 
world (Schumpeter 1947).  

“Schumpeter accred-
its the source of pos-

itive economic and 
societal development 

to creative 
entrepreneurs...”

	C onsidering this, it is easy to 
understand why Schumpeter op-
poses anti-monopolistic views.  
Monopoly profits can easily be re-
invested to discover more ‘agents of 
history’.  However, it can be argued 
that a monopoly would unneces-
sarily restrict output and increase 
prices, hence negatively impacting 
the living standards of consumers 
(due to increase in living costs).  
Despite this, Schumpeter has sug-
gested the existence of ‘wasteful 
competition,’ in which firms sink 
their capital for the sole purpose of 
undercutting their competitors; this 

valuable liquid capital could have, 
in a non-competitive industry, be 
invested towards more worthwhile 
causes.  
	I n response to Hansen’s argu-
ment, Schumpeter discusses the five 
key contributors to the ‘theory of 
vanishing investment opportunity’.  
Hansen suggested the opportuni-
ty for capital investment is slowly 
diminishing due to: market satura-
tion, the falling rate of population 
growth, the end of geographical 
expansion, investment reduction in 
new technologies and the tendency 
of investment opportunities to stay 
in the public sector (Schumpeter 
2004).  Although he does not believe 
they ‘indicate a break in the trend 
of capitalist evolution,’ Schumpeter 
still examines these factors, as they 
were one of many explanations for 
economic depression at the time.

Hayek
	I n Road to Serfdom, Hayek crit-
icizes centrally planned economies.  
Though not in direct response to 
Keynesian economics, his work 
opposes government intervention-
ist policies.  Hayek believes that in 
the formulation and application 
of government ‘plans’ is infinitely 
more than the aggregate power that 
the members of community pos-
sess (Hayek 1944).  This is why he 
believes centralized power is high-
ly formidable.  Despite Keynesian 
belief that centralized intervention 
would stimulate exponentially high-
er economic growth than a purely 
market based system, Hayek asserts 
that this claim is being progressively 
abandoned and furthers that ‘plan-
ning leads to dictatorship.  It must 
be noted, though, that Keynesian 
thought does not exactly coincide 
with the centrally planned system 
that Hayek is critiquing.  The idea 
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that Keynesian interventionist poli-
cies can help save an economy from 
collapse is perhaps the most distinct 
notion that comes close to the cen-
tral economic plans Hayek refers to.
	H ayek seems to advocate a mar-
ket economy.  In comparison to a de-
centralized system with ‘automatic 
coordination through the price sys-
tem,’ he states that centrally planned 
systems are ‘incredibly clumsy, 
primitive and limited in scope.’ 
He furthers that today’s economy 
would never have achieved the de-
gree of differentiation and flexibility 
of today had we had to rely on cen-
tral planning for industrial growth.  
As a counterargument, though, one 
must consider the Keynesian role in 
aiding the Great Depression of the 

1930s.  If the economy had been left 
to the will of the market, as Hayek 
condones, we may never have re-
covered from that slump.  The revo-
lutionary interventionist policies of 
Keynes did have a role in recovering 
the economy during the Depression.  

“today’s economy 
would never have 

achieved the degree 
of differentiation 
and flexibility of 

today had we had to 
rely on central plan-

ning for industrial 
growth.”

Sweezy
	P aul Sweezy firstly suggests that 
the fundamental economic problem 
was not cyclical booms and busts, 
but secular stagnation, which in-
cludes lowered income, mass unem-
ployment and chronic depression.  
He believes that Schumpeter’s la-
beling of Hansen’s argument as the 
‘theory of vanishing investment op-
portunities’  is an apt characteriza-
tion and accordingly examines the 
interactions of the economists’ the-
ories.  
	 Many of Hansen’s critics, in-
cluding Schumpeter, saw little merit 
in this theory.  Firstly, they believed 
that since the end of major geo-
graphical expansion came in the 
late nineteenth century, it did not 
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make sense why such adverse eco-
nomic effects occurred three or four 
decades later (Sweezy 2004).  Sec-
ondly, population growth does not 
correlate with investment stimula-
tion.  A higher population could just 
as well cause a higher unemploy-
ment rate, an increase in demand 
for housing and decreasing living 
standards.  Thirdly, critics declared 
the effect of changes in technologi-
cal innovation were unproved and 
could not be proved.  These count-
er-arguments refuted Hansen’s the-
ory and prompted Schumpeter to 
ask a different question: why did the 
upswing in 1933 stop so far short of 
a normal cycle of prosperity, that is, 
with full employment, rising prices 
and tight credit?
	 Schumpeter suggested three 
different types of economic cycles.  
These cycles were: ‘Kitchins,’ which 
were short, basically inventory cy-
cles; ‘Juglars,’ what most econo-
mists consider the usual business 
cycle; and ‘Kondratieffs,’ a theoreti-
cal cycle that lasts for fifty years or 
so.  Schumpeter described the short 
upswing in the 1930s as ‘the dis-
appointing Juglar.’ He blamed the 
‘anti-business climate’ of the period 
or, as Sweezy calls it, the ‘New Deal 
theory of stagnation.’ Schumpet-
er furthers that this climate can be 
attributed to the personal act of the 
legislation administration.  Schum-
peter believes that such an ‘an-
ti-business spirit’ had a ‘dampening, 
repressive effect on entrepreneurs’ 
confidence and optimism, blighting 
their hopes for the future and in-
hibiting their investment activities 
in the present.’ We can recall that 
Schumpeter was an avid supporter 
of the theory of creative destruction 
and believed that entrepreneurs are 
key agents to positive economic de-
velopment.  His beliefs are hence 

not in the least surprising.  Despite 
that secular stagnation seemed to 
drop out of sight with the onset 
of the Second World War.  By the 
1970s, however, the economic issues 
returned with a twist reflected in its 
new name, ‘stagflation.’
     Stagflation is a concept that would 
have been unimaginable to Keynes, 
who had always believed that a stag-
nant economy and a high inflation 
could never happen simultaneously.  
Keynes was convinced that econom-
ic downturn occurred because of a 
lack of access to liquid financial cap-
ital.  When stagflation occurs, there 
is a stagnant economy (and hence 
‘downturn’), but high inflation indi-
cates ready access to financial capi-
tal (i.e.  low interest rates, tax cuts).  
Hence, stagflation seems to contra-
dict a portion of Keynesian theory.

“Stagflation is a con-
cept that would have 

been unimaginable 
to Keynes, who had 

always believed that 
a stagnant economy 
and a high inflation 
could never happen 

simultaneously.”

	I n comparing the modern 
economy that Sweezy critiques and 
the 1930s state that Hansen expe-
rienced, there are but a few minor 
economic differences.  The econom-
ic structure is basically the same as it 
was in the early 20th century.  More-
over, the saving potential is still 
enormous, may be even greater than 
before.  Corporate concentration 
has increased and income distribu-
tion remains unequal.  Changes in 
the tax structure have favored the 
corporations and the rich more so 

than ever.  Ultimately, the problem 
today still remains the same as that 
which Hansen discovered: a strong 
propensity to save and a weak pro-
pensity to invest.
	 Sweezy attributed existing stag-
nation to the nature of investment 
itself.  He wrote ‘it not only responds 
to a demand, it satisfies the demand,’ 
pointing out the eventual problem 
of overproduction that occurs with 
various available investment oppor-
tunities.  In time, it seems, invest-
ment opportunities return to a stag-
nant equilibrium.  

Conclusion
	 The various responses that aca-
demics have to Keynesian perspec-
tives give us an insight into the com-
plexity of economic thought and 
also help us to understand the cir-
cumstances surrounding the Great 
Depression of the 1930s.  Evident-
ly, Keynesian economics has been 
harshly debated and consequently, 
its supporters have thinned in num-
bers since Keynesian inception.  
Nevertheless, following the recent 
Financial Crisis in 2008, faith in 
the school of thought has recovered 
to an extent, but critics of Keynes-
ianism still remain and continue to 
highlight the flaws of the philoso-
phy. ◆
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What’s Special about Macro Financial Risk?
The Wobbly Bridge

	O ccasionally, financial markets 
experience episodes of disruption 
of such an extreme kind that they 
appear to stop functioning.  Such 
episodes are marked by rapid price 
changes and financial distress on the 
part of many firms and households.  
The global financial crisis that 
erupted in 2007 has served as a live 
laboratory for many such distress 
episodes.  Public announcements of 
important macroeconomic statis-
tics, such as the U.S.  employment 
report or GDP growth estimates, 
are sometimes marked by large, 
discrete price changes at the time 
of announcement, but those price 
changes are arguably the signs of a 
smoothly functioning market that is 
able to incorporate new information 
quickly.  The market typically finds 
composure quite quickly after such 
discrete price changes.  In contrast, 
there is something more to episodes 
of market turbulence of a more sys-
temic kind; they have the feature 
that they seem to gather momen-
tum from the endogenous respons-
es of the market participants them-

selves.  Rather like a tropical storm, 
they appear to gather more energy 
as they develop.  Understanding 
the nature of such episodes is the 
first step toward dealing with them 
more effectively, and heading them 
off before they materialize.  This es-
say is about what we know and don’t 
know about such episodes of mac-
rofinancial crises.  

	 Before we deal with the finan-
cial system, it is instructive to study 
the potency of synchronized feed-
back from an example from outside 
economics or finance.  The saga of 
the Millennium Bridge in London 
is a revealing lesson on market fail-
ure from outside economics.  Many 
readers will be familiar with the 
Millennium Bridge.  As the name 

suggests, the bridge was part of the 
Millennium celebrations in the year 
2000.  It was the first new crossing 
over the Thames for over a hundred 
years, constructed at a cost of £18 
million.  The sleek 325 meter-long 
structure used an innovative “later-
al suspension” design, built without 
the tall supporting columns that are 
more familiar with other suspension 
bridges.  The vision was of a “blade 
of light” across the river, connecting 
St.  Paul’s with the new Tate Modern 
gallery.  The bridge was opened by 
the Queen on a sunny day in June, 
and the press was there in force.  
Many thousands of people turned 
up after the tape was cut and crowd-
ed on to the bridge to savor the oc-
casion.  However, within moments 
of the bridge’s opening, it began to 
shake violently.  The shaking was so 
severe that many pedestrians clung 
on to the side-rails.  YouTube has a 
video of the events on the opening 
day.   The bridge was closed shortly 
after the opening and was to remain 
closed for 18 months.
	 When engineers used shaking 
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machines to send vibrations through 
the bridge, they found that horizon-
tal shaking at 1 hertz (that is, at one 
cycle per second) set off the wobble 
seen on the opening day.  Now, this 
was an important clue, since normal 
walking pace is around two strides 
per second, which means that we’re 
on our left foot every second and 
on our right foot every second.  
Walking produces a vertical force 
(depending on our body mass) of 
around 750 Newtons or 165 pounds 
at 2 hertz.  However, there is also a 
small sideways force caused by the 
sway of our body mass due to the 
fact that our legs are slightly apart.  
Anyone who has been on a rope 
bridge should be well aware of the 
existence of this sideways force.  
This force (around 25 Newtons or 
5.5 pounds) is directed to the left 
when we are on our left foot and to 
the right when we are on our right 
foot.  This force occurs at half the 
frequency (or at 1 hertz).  This was 
the frequency that was causing the 
problems.
	 But why should this be a prob-
lem? We know that soldiers should 
break step before crossing a bridge.  
For thousands of pedestrians walk-
ing at random, one person’s sway 
to the left should be cancelled out 
by another’s sway to the right.  If 
anything, the principle of diversi-
fication suggests that having lots of 
people on the bridge is the best way 
of cancelling out the sideways forces 
on the bridge.
	O r, to put it another way, what is 
the probability that a thousand peo-
ple walking at random will end up 
walking exactly in step and remain 
in lock-step thereafter? It is tempt-
ing to say “close to zero”.  After all, if 
each person’s step is an independent 
event, then the probability of every-
one walking in step would be the 

product of many small numbers - 
giving us a probability close to zero.
	H owever, we have to take into 
account the way that people react to 
their environment.  Pedestrians on 
the bridge react to how the bridge 
is moving.  When the bridge moves 
from under your feet, it is a natural 
reaction to adjust your stance to re-
gain balance.  But here is the catch.  
When the bridge moves, everyone 
adjusts his or her stance at the same 
time.  This synchronized movement 
pushes the bridge that the peo-
ple are standing on and makes the 
bridge move even more.  This, in 

turn, makes the pedestrians adjust 
their stance more drastically and 
so on.  In other words, the wobble 
of the bridge feeds on itself.  When 
the bridge wobbles, everyone ad-
justs their stance, which makes the 
wobble even worse.  So, the wobble 
will continue and get stronger even 
though the initial shock (say, a small 
gust of wind) has long passed.  Arup, 
the bridge’s engineers found that the 
critical threshold for the number of 
pedestrians that started the wobble 
was 156.  Up to that number, the 
movement increased only slightly 
as more people came on the bridge.  
However, with ten more people, the 

wobble increased at a sharply higher 
rate.  
	 The wobble is an example of a 
shock that is generated and amplified 
within the system.  It is very differ-
ent from a shock that comes from a 
storm or an earthquake which come 
from outside the system.  Stress test-
ing on the computer that looks only 
at storms, earthquakes and heavy 
loads on the bridge would regard 
the events on the opening day as a 
“perfect storm”.  But this is a perfect 
storm that is guaranteed to come ev-
ery day.
	 What does all this have to do 
with financial markets? Financial 
markets are the supreme example of 
an environment where individuals 
react to what’s happening around 
them, and where individuals’ actions 
affect the outcomes themselves.  The 
pedestrians on the Millennium 
Bridge are rather like modern banks 
that react to price changes, and the 
movements in the bridge itself are 
rather like price changes in the mar-
ket.  So, under the right conditions, 
price changes will elicit reactions 
from the banks, which move prices, 
which elicit further reactions, and 
so on.
	 Financial development has 
meant that banks and other finan-
cial institutions are now are at the 
cutting edge of price-sensitive in-
centive schemes and price-sensitive 
risk-management systems.  Mark-
to-market accounting ensures that 
any price change shows up immedi-
ately on the balance sheet.  So, when 
the bridge moves, banks adjust their 
stance more than they used to, and 
marking to market ensures that they 
all do so at the same time.
	 The Millennium Bridge exam-
ple serves to highlight the dual role 
of prices.  Prices play two roles.  Not 
only are they a reflection of the un-
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derlying economic fundamentals, 
they are also an imperative to ac-
tion.  That is, prices induce actions 
on the part of the economic agents.  
Some actions induced by price 
changes are desirable, not only from 
the point of view of the individual, 
but from a system perspective, too.  
However, some actions borne out of 
binding constraints or actions that 
exert harmful spillover effects on 
others are undesirable when viewed 
from the perspective of the group.  It 
is when the action-inducing nature 
of price changes elicit harmful spill-
over effects that the double-edged 
nature of prices takes on its maxi-
mum potency.  The problem comes 
when the reliance on market prices 
distorts those same market prices.  
The more weight is given to prices 
in making decisions, the greater are 
the spillover effects that ultimate-
ly undermine the integrity of those 
prices.  When prices are so distort-

ed, their allocational role is severely 
impaired.  Far from promoting effi-
ciency, contaminated prices under-
mine their allocational role.   Finan-
cial crises could almost be defined 
as episodes where the allocational 
role of prices breaks down.  The ac-
tion-inducing role of price changes 
introduce distortions and cause an 
amplified spiral of price changes and 
actions that can cause great damage 
along the way.  
	I magine an emerging market 
country defending a currency peg in 
adverse circumstances in the face of 
deteriorating macroeconomic con-
ditions and hostile capital markets.  
Similar forces operate in more re-
cent crises, including the events sur-
rounding the runs on Bear Stearns 
and Lehman Brothers in the crisis 
of 2008.  Defending the peg is often 
dictated by political goals more than 
economic ones, such as eventual ac-
cession to the European Union, the 

adoption of the euro, or keeping the 
peg intact in order to shield domes-
tic borrowers who have borrowed in 
dollars or euros.  
	H owever, defending the cur-
rency also entails raising interest 
rates and keeping them high.  The 
costs of defending the currency 
bear many depressingly familiar 
symptoms - collapsing asset values 
and a weakened domestic banking 
system that chokes off credit to the 
rest of the economy.  Whatever the 
perceived political benefits of main-
taining a currency peg, and what-
ever their official pronouncements, 
all governments and their monetary 
authorities have a pain threshold 
at which the costs of defending the 
peg outweigh the benefits of doing 
so.  Speculators understand well that 
their job is almost done when the fi-
nance minister of the stricken coun-
try appears on evening television 
vowing never to devalue the curren-
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cy.  Understanding the source and 
the severity of this pain is a key to 
understanding the onset of currency 
attacks.  
	 Facing the monetary authority 
is an array of diverse private sector 
actors, both domestic and foreign, 
whose interests are affected by the 
actions of the other members of 
this group, and by the actions of the 
monetary authority and govern-
ment.  The main actors are domes-
tic companies and households, do-
mestic banks and their depositors, 
foreign creditor banks, and outright 
speculators - whether in the form of 
hedge funds or the proprietary trad-
ing desks of the international banks.  
Two features stand out, and deserve 
emphasis.
	 First, each of these diverse ac-
tors faces a choice between actions 
which exacerbate the pain of main-
taining the peg and actions which 
are more benign.  Second, the more 
prevalent are the actions which in-
crease the pain of holding the peg, 
the greater is the incentive for an 
individual actor to adopt the action 
which increases the pain.  In oth-
er words, the actions which tend 
to undermine the currency peg are 
mutually reinforcing.
	I magine that we are in Thailand 
in the early summer of 1997 just pri-
or to the onset of the Asian financial 
crisis.  For domestic financial in-
stitutions or companies which had 
borrowed dollars to finance their 
operations, they can either attempt 
to reduce their dollar exposures or 
not.  The action to reduce their ex-
posure - of selling Baht assets to buy 
dollars in order to repay their dollar 
loans, for example, is identical in its 
mechanics (if not in its intention) 
to the action of a hedge fund which 
takes a net short position in Baht in 
the forward market.  For domestic 

banks and finance companies which 
have facilitated such dollar loans to 
local firms, they can either attempt 
to hedge the dollar exposure on their 
balance sheets by selling Baht in the 
capital markets, or sitting tight and 
toughing it out.  Again, the former 
action is identical in its consequence 
to a hedge fund short-selling Baht.  
As a greater proportion of these ac-
tors adopt the action of selling the 
domestic currency, the greater is 
the domestic economic distress, and 
hence the greater is the likelihood 
of abandonment of the peg.  Every-
one understands this, especially the 
more sophisticated market players 
that have access to hedging tools.  
As the pain of holding on to the peg 
reaches the critical threshold, the 
argument for selling Baht becomes 
overwhelming.  In this sense, the ac-
tions which undermine the curren-
cy peg are mutually reinforcing.
	 The action-inducing nature of 
price changes turns up in this sce-
nario through balance sheet stress 
in the twin crisis that combines a 
banking crisis with a currency cri-
sis.  The precipitous decline in the 
exchange rate means that the Baht 
value of foreign currency debts bal-
loon past the value of Baht assets 
that have been financed with such 
loans.  At the same time, the higher 
domestic interest rates put in place 
to defend the currency undermine 
the Baht value of those assets.  As-
sets decline and liabilities increase.  
Equity is squeezed from both direc-
tions.  As the Thai Baht collapses, 
the mutually reinforcing nature of 
price changes and distressed actions 
gathers momentum.  As domestic 
firms with dollar liabilities experi-
ence difficulties in servicing their 
debt, the banks which have facili-
tated such dollar loans attempt to 
cover their foreign currency losses 

and improve their balance sheet by 
a contraction of credit.  For foreign 
creditor banks with short-term ex-
posure, this is normally a cue to cut 
off credit lines, or to refuse to roll 
over short term debt.  Even for firms 
with no foreign currency exposure, 
the general contraction of credit 
increases corporate distress.  Such 
deterioration in the domestic eco-
nomic environment exacerbates the 
pain of maintaining the peg, there-
by serving to reinforce the actions 
which tend to undermine it.  To 
make matters worse still, the belat-
ed hedging activity by banks is usu-
ally accompanied by a run on their 
deposits, as depositors scramble to 
withdraw their money.
	T o be sure, the actual motives 
behind these actions are as diverse 
as the actors themselves.  A cur-
rency speculator rubbing his hands 
and looking on in glee as his target 
country descends into econom-
ic chaos has very different motives 
from a desperate owner of a firm 
in that country trying frantically to 
salvage what he can, or a depositor 
queuing to salvage her meager life 
savings.  However, whatever the mo-
tives underlying these actions, they 
are identical in their consequenc-
es.  They all lead to greater pains of 
holding to the peg, and hence has-
ten its demise.
     Studying episodes of financial cri-
ses can be very revealing, as they are 
so rare.  They reveal a lot about how 
well markets function, by study-
ing those instances when they fail.  
What we have learned during the 
last few years will add much to our 
stock of knowledge.  What we need 
to do to mitigate or to prevent such 
episodes is another story. ◆
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